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Preface

The MIT Encyclopedia of the Cognitive Scien¢dHTECSto its friends) has been

four years in the making from conception to publication. It consists of 471 concise

articles, nearly all of which include useful lists of references and further readings, pre-
ceded by six longer introductory essays written by the volume’s advisory editors. We
seeMITECSas being of use to students and scholars across the various disciplines
that contribute to the cognitive sciences, including psychology, neuroscience, linguis-
tics, philosophy, anthropology and the social sciences more generally, evolutionary
biology, education, computer science, artificial intelligence, and ethology.

Although we prefer to let the volume speak largely for itself, it may help to provide
some brief details about the aims and development of the project. One of the chief
motivations for this undertaking was the sense that, despite a number of excellent
works that overlapped with the ambit of cognitive science as it was traditionally con-
ceived, there was no single work that adequately represented the full range of con-
cepts, methods, and results derived and deployed in cognitive science over the last
twenty-five years.

Second, each of the various cognitive sciences differs in its focus and orientation;
in addition, these have changed over time and will continue to do so in the future. We
seeMITECSas aiming to represent the scope of this diversity, and as conveying a
sense of both the history and future of the cognitive sciences.

Finally, we wanted, through discussions with authors and as a result of editorial
review, to highlight links across the various cognitive sciences so that readers from
one discipline might gain a greater insight into relevant work in other fiIdGECS
represents far more than an alphabetic list of topics in the cognitive sciences; it cap-
tures a good deal of the structure of the whole enterprise at this point in time, the ways
in which ideas are linked together across topics and disciplines, as well as the ways in
which authors from very different disciplines converge and diverge in their
approaches to very similar topics. As one looks through the encyclopedia as a whole,
one takes a journey through a rich and multidimensional landscape of interconnected
ideas. Categorization is rarely just that, especially in the sciences. Ideas and patterns
are related to one another, and the grounds for categorizations are often embedded in
complex theoretical and empirical patted$TECSillustrates the richness and intri-
cacy of this process and the immense value of cognitive science approaches to many
guestions about the mind.

All three of the motivations foMITECSwere instrumental in the internal organiza-
tion of the project. The core MITECSis the 471 articles themselves, which were
assigned to one of six fields that constitute the foundation of the cognitive sciences. One
or two advisory editors oversaw the articles in each of these fields and contributed the
introductory essays. The fields and the corresponding advisory editors are

Philosophy (Robert A. Wilson)

Psychology (Keith J. Holyoak)

Neurosciences (Thomas D. Albright and Helen J. Neville)

Computational Intelligence (Michael I. Jordan and Stuart Russell)
Linguistics and Language (Gennaro Chierchia)

Culture, Cognition, and Evolution (Dan Sperber and Lawrence Hirschfeld)

These editors advised us regarding both the topics and authors for the articles and
assisted in overseeing the review process for each. Considered collectively, the articles
represent much of the diversity to be found in the corresponding fields and indicate
much of what has been, is, and might be of value for those thinking about cognition
from one or another interdisciplinary perspective.

Each introduction has two broad goals. The first is to provide a road map through
MITECSto the articles in the corresponding section. Because of the arbitrariness of
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assigning some articles to one section rather than another, and because of the interdis-
ciplinary vision guiding the volume, the introductions mention not only the articles in
the corresponding section but also others from overlapping fields. The second goal is
to provide a perspective on the nature of the corresponding discipline or disciplines,
particularly with respect to the cognitive sciences. Each introduction should stand as a
useful overview of the field it represents. We also made it clear to the editors that their
introductions did not have to be completely neutral and could clearly express their
own unique perspectives. The result is a vibrant and engaging series of essays.

We have been fortunate in being able to enlist many of the world’s leading authori-
ties as authors of the articles. Our directions to contributors were to write articles that
are both representative of their topic and accessible to advanced undergraduates and
graduate students in the field. The review process involved assigning two reviewers to
each article, one an expert from within the same field, the other an outsider from
another field represented MITECS nearly all reviewers were themselves contribu-
tors toMITECS In addition, every article was read by at least one of the general edi-
tors. Articles that did not seem quite right to either or both of us or to our reviewers
were sometimes referred to the advisory editors. One might think that with such short
articles (most being between 1,000 and 1,500 words in length), the multiple levels of
review were unnecessary, but the selectivity that this brevity necessitated made such a
review process all the more worthwhile. Relatedly, as more than one contributor noted
in explaining his own tardiness: “This article would have been written sooner if it
hadn't been so short!”.

Of course the content of the articles will be the chief source of their value to the
reader, but given the imposed conciseness, an important part of their value is the guide
that their references and further readings provide to the relevant literature. In addition,
each article contains cross-references, indicatsthinL CAPITALS, to related articles
and a short list of “see also” cross-references at the end of the article. Responsibility for
these cross-references lies ultimately with one of us (RAW), though we are thankful to
those authors who took the time to suggest cross-references for their own articles.

We envisioned that many scholars would MB@ECSas a frequent, perhaps even
daily, tool in their research and have designed the references, readings, and cross-ref-
erences with that use in mind. The electronic version will allow users to download rel-
evant references into their bibliography databases along with considerable cross-
classification information to aid future searches. Both of us are surprised at the extent
to which we have already come to rely on drafts of articl®édliTFECSfor these pur-
poses in our own scholarly pursuits.

In the long list of people to thank, we begin with the contributors themselves, from
whom we have learned much, both from their articles and their reviews of the articles
of others, and to whom readers owe their first debt. Without the expertise of the advi-
sory editors there is little chance that we would have arrived at a comprehensive range
of topics or managed to identify and recruit many of the authors who have contributed
to MITECS And without their willingness to take on the chore of responding to our
whims and fancies over a three-year period, and to write the section introductions,
MITECSwould have fallen short of its goals. Thanks Tom, Gennaro, Larry, Keith,
Mike, Helen, Stuart, and Dan. At The MIT Press, we thank Amy Brand for her leader-
ship and persistence, her able assistants Ed Sprague and Ben Bruening for their tech-
know-how and hard work, and Sandra Minkkinen for editorial oversight of the pro-
cess.

Rob Wilson thanks his coterie of research assistants: Patricia Ambrose and Peter
Piegaze while he was at Queen’s University; and Aaron Sklar, Keith Krueger, and
Peter Asaro since he has been at the University of Illinois. His wolkkioBRCSwas
supported, in part, by SSHRC Individual Three-Year Grant #410-96-0497, and a
UIUC Campus Research Board Grant. Frank Keil thanks Cornell University for inter-
nal funds that were used to help support this project.



Philosophy

Robert A. Wilson

The areas of philosophy that contribute to and draw on the cognitive sciences are vari-
ous; they include the philosophy of mind, science, and language; formal and philo-
sophical logic; and traditional metaphysics and epistemology. The most direct
connections hold between the philosophy of mind and the cognitive sciences, and it is
with classical issues in the philosophy of mind that | begin this introduction
(section 1). | then briefly chart the move from the rise of materialism as the dominant
response to one of these classic issues, the mind-body problem, to the idea of a sci-
ence of the mind. | do so by discussing the early attempts by introspectionists and
behaviorists to study the mind (section 2). Here | focus on several problems with a
philosophical flavor that arise for these views, problems that continue to lurk back-
stage in the theater of contemporary cognitive science.

Between these early attempts at a science of the mind and today’s efforts lie two
general, influential philosophical traditions, ordinary language philosophy and logical
positivism. In order to bring out, by contrast, what is distinctive about the contempo-
rary naturalism integral to philosophical contributions to the cognitive sciences, |
sketch the approach to the mind in these traditions (section 3). And before getting to
contemporary naturalism itself | take a quick look at the philosophy of science, in
light of the legacy of positivism (section 4).

In sections 5 through 7 | get, at last, to the mind in cognitive science proper. Sec-
tion 5 discusses the conceptions of mind that have dominated the contemporary cogni-
tive sciences, particularly that which forms part of what is sometimes called “classic”
cognitive science and that of its connectionist rival. Sections 6 and 7 explore two spe-
cific clusters of topics that have been the focus of philosophical discussion of the
mind over the last 20 years or so, folk psychology and mental content. The final sec-
tions gesture briefly at the interplay between the cognitive sciences and logic (section
8) and biology (section 9).

1 Three Classic Philosophical Issues About the Mind

i. The Mental-Physical Relation

The relation between the mental and the physical is the deepest and most recurrent
classic philosophical topic in the philosophy of mind, one very much alive today. In
due course, we will come to see why this topic is so persistent and pervasive in think-
ing about the mind. But to convey something of the topic’s historical significance let
us begin with a classic expression of the puzzling nature of the relation between the
mental and the physical, tiveND-BODY PROBLEM.

This problem is most famously associated VRENE DESCARTES the preeminent
figure of philosophy and science in the first half of the seventeenth century. Descartes
combined a thorough-going mechanistic theory of nature wdtraéistictheory of the
nature of human beings that is still, in general terms, the most widespread view held
by ordinary people outside the hallowed halls of academia. Although nature, includ-
ing that of the human body, is material and thus completely governed by basic princi-
ples of mechanics, human beings are special in that they are composed both of
material and nonmaterial or mental stuff, and so are not so governed. In Descartes’s
own terms, people are essentially a combination of mental substances (minds) and
material substances (bodies). This is Descarthgdism To put it in more common-
sense terms, people have both a mind and a body.

Although dualism is often presented as a possible solution to the mind-body prob-
lem, a possible position that one might adopt in explaining how the mental and physi-
cal are related, it serves better as a way to bring out why there is a “problem” here at
all. For if the mind is one type of thing, and the body is another, how do these two
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types of things interact? To put it differently, if the mind really is a nonmaterial sub-
stance, lacking physical properties such as spatial location and shape, how can it be
both the cause of effects in the material world—like making bodies move—and itself
be causally affected by that world—as when a thumb slammed with a hammer (bodily
cause) causes one to feel pain (mental effect)? This problem of causation between
mind and body has been thought to pose a largely unanswered problem for Cartesian
dualism.

It would be a mistake, however, to assume that the mind-body problem in its most
general form is simply a consequence of dualism. For the general question as to how
the mental is related to the physical arises squarely for those convinced that some ver-
sion of materialism oPHYSICALISM must be true of the mind. In fact, in the next sec-
tion, | will suggest that one reason for the resilience and relevance of the mind-body
problem has been thise of materialism over the last fifty years.

Materialists hold that all that exists is material or physical in nature. Minds, then,
are somehow or other composed of arrangements of physical stuff. There have been
various ways in which the “somehow or other” has been cashed out by physicalists,
but even the view that has come closest to being a consensus view among contempo-
rary materialists—that the mirglipervenesn the body—remains problematic. Even
once one adopts materialism, the task of articulating the relationship between the
mental and the physical remains, because even physical minds have special properties,
like intentionality and consciousness, that require further explanation. Simply pro-
claiming that the mind is not made out of distinctly mental substance, but is material
like the rest of the world, does little to explain the features of the mind that seem to be
distinctively if not uniquely features of physical minds.

ii. The Structure of the Mind and Knowledge

Another historically important cluster of topics in the philosophy of mind concerns
what is in a mind. What, if anything, is distinctive of the mind, and how is the mind
structured? Here | focus on two dimensions to this issue.

One dimension stems from tRATIONALISM VS. EMPIRICISM debate that reached a
high point in the seventeenth and eighteenth centuries. Rationalism and empiricism
are views of the nature of human knowledge. Broadly speaking, empiricists hold that
all of our knowledge derives from our sensory, experiential, or empirical interaction
with the world. Rationalists, by contrast, hold the negation of this, that there is some
knowledge that does not derive from experience.

Since at least our paradigms of knowledge—of our immediate environments, of
common physical objects, of scientific kinds—seem obviously to be based on sense
experience, empiricism has significant intuitive appeal. Rationalism, by contrast,
seems to require further motivation: minimally, a list of knowables that represent a
prima facie challenge to the empiricist's global claim about the foundations of knowl-
edge. Classic rationalists, such as Descartes, Leibniz, Spinoza, and perhaps more con-
tentiouslykaNT, included knowledge of God, substance, and abstract ideas (such as
that of a triangle, as opposed to ideas of particular triangles). Empiricists over the last
three hundred years or so have either claimed that there was nothing to know in such
cases, or sought to provide the corresponding empiricist account of how we could
know such things from experience.

The different views of the sources of knowledge held by rationalists and empiricists
have been accompanied by correspondingly different views of the mind, and it is not
hard to see why. If one is an empiricist and so holds, roughly, that there is nothing in
the mind that is not first in the senses, then there is a fairly literal sense inidg@sh
found in the mind, are complexes that derive fiampressionsn the senses. This in
turn suggests that the processes that constitute cognition are themselves elaborations
of those that constitute perception, that is, that cognition and perception differ only in
degree, not kind. The most commonly postulated mechanisms governing these pro-
cesses arassociationand similarity, from Hume’s laws of association to feature-
extraction in contemporary connectionist networks. Thus, the mind tends to be viewed
by empiricists as domain-generatievice, in that the principles that govern its opera-
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tion are constant across various types and levels of cognition, with the common
empirical basis for all knowledge providing the basis for parsimony here.

By contrast, in denying that all knowledge derives from the senses, rationalists are
faced with the question of what other sources there are for knowledge. The most natu-
ral candidate is the mind itself, and for this reason rationalism goes hand in hand with
NATIVISM about both the source of human knowledge and the structure of the human
mind. If some ideas are innate (and so do not need to be derived from experience),
then it follows that the mind already has a relatively rich, inherent structure, one that
in turn limits the malleability of the mind in light of experience. As mentioned, classic
rationalists made the claim that certain ideas@yMCEPTSwere innate, a claim occa-
sionally made by contemporary nativists—most notably Jerry Fodor (1975) in his
claim thatall concepts are innate. However, contemporary nativism is more often
expressed as the view that certain implicit knowledge that we have or principles that
govern how the mind works—most notoriously, linguistic knowledge and princi-
ples—are innate, and so not learned. And because the types of knowledge that one can
have may be endlessly heterogeneous, rationalists tend to view the muhohaasira-
specificdevice, as one made up of systems whose governing principles are very differ-
ent. It should thus be no surprise that the historical debate between rationalists and
empiricists has been revisited in contemporary discussions afNMAGENESS OF
LANGUAGE, theMODULARITY OF MIND, andCONNECTIONISM

A second dimension to the issue of the structure of the mind concerns the place of
CONSCIOUSNESsamong mental phenomena. FramLiAM JAMESS influential analy-
sis of the phenomenology of the stream of consciousnessTihéiBrinciples of Psy-
chology(1890) to the renaissance that consciousness has experienced in the last ten
years (if publication frenzies are anything to go by), consciousness has been thought
to be the most puzzling of mental phenomena. There is now almost universal agree-
ment that conscious mental states are a part of the mind. But how large and how
important a part? Consciousness has sometimes been thought to exhaust the mental, a
view often attributed to Descartes. The idea here is that everything mental is, in some
sense, conscious or available to consciousness. (A version of the latter of these ideas
has been recently expressed in John Searle’s [1992:cbB@Ection principle“all
unconscious intentional states are in principle accessible to consciousness.”)

There are two challenges to the view that everything mental is conscious or even
available to consciousness. The first is posed bytitensciousSIGMUND FREUD'S
extension of our common-sense attributions of belief and desire, our folk psychology,
to the realm of the unconscious played and continues to play a centralrsiehn
ANALYSIS. The second arises from the conception of cognition as information pro-
cessing that has been and remains focal in contemporary cognitive science, because
such information processing is mostigt available to consciousness. If cognition so
conceived is mental, then most mental processing is not available to consciousness.

iii. The First- and Third-Person Perspectives

Occupying center stage with the mind-body problem in traditional philosophy of mind

is theproblem of other mindss problem that, unlike the mind-body problem, has all

but disappeared from philosophical contributions to the cognitive sciences. The prob-
lem is often stated in terms of a contrast between the relatively secure way in which |
“directly” know about the existence ofiy ownmental states, and the far more
epistemically risky way in which | must infer the existence of the mental states of oth-
ers. Thus, although | can know about my own mental states simply by introspection
and self-directed reflection, because this way of finding out about mental states is
peculiarly first-person, | need some other type of evidence to draw conclusions about
the mental states of others. Naturally, an agent's behavior is a guide to what mental
states he or she is in, but there seems to be an epistemic gap between this sort of evi-
dence and the attribution of the corresponding mental states that does not exist in the
case of self-ascription. Thus the problem of other minds is chiefpistemological
problem, sometimes expressed as a form of skepticism about the justification that we
have for attributing mental states to others.
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There are two reasons for the waning attention to the problem of other epuiaads
problemthat derive from recent philosophical thought sensitive to empirical work in
the cognitive sciences. First, research on introspectionsaneKNOWLEDGE has
raised questions about how “direct” our knowledge of our own mental states and of
thesELFis, and so called into question traditional conceptions of first-person knowl-
edge of mentality. Second, explorations of tHEORY OF MIND, ANIMAL COMMUNI-

CATION, andSOCIAL PLAY BEHAVIOR have begun to examine and assess the sorts of
attribution of mental states that are actually justified in empirical studies, suggesting
that third-person knowledge of mental states is not as limited as has been thought.
Considered together, this research hints that the contrast between first- and third-
person knowledge of the mental is not as stark as the problem of other minds seems
to intimate.

Still, there is something distinctive about the first-person perspective, and it is in
part as an acknowledgment of this, to return to an earlier point, that consciousness has
become a hot topic in the cognitive sciences of the 1990s. For whatever else we say
about consciousness, it seems tied ineliminably to the first-person perspective. It is a
state or condition that has an irreduciblybjectivecomponent, something with an
essence to be experienced, and which presupposes the existence of a subject of that
experience. Whether this implies that thereusLIA that resist complete character-
ization in materialist terms, or other limitations to a science of the mind, remain ques-
tions of debate.

See als®NIMAL COMMUNICATION; CONCEPTS CONNECTIONISM, PHILOSOPHICAL
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FREUD, SIGMUND; INNATENESS OF LANGUAGE; JAMES, WILLIAM ; KANT, IMMANUEL ;
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PHYSICALISM; PSYCHOANALYSIS CONTEMPORARY VIEWS; PSYCHOANALYSIS HIS-
TORY OF, QUALIA; RATIONALISM VS. EMPIRICISM; SELF, SELFKNOWLEDGE, SOCIAL
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2 From Materialism to Mental Science

In raising issue., the mental-physical relation, in the previous section, | implied that
materialism was the dominant ontological view of the mind in contemporary philoso-
phy of mind. | also suggested that, if anything, general convergence on this issue has
intensified interest in the mind-body problem. For example, consider the large and
lively debate over whether contemporary forms of materialism are compatible with
genuineMENTAL CAUSATION, or, alternatively, whether they commit oneERPHE
NOMENALISM about the mental (Kim 1993; Heil and Mele 1993; Yablo 1992). Like-
wise, consider the fact that despite the dominance of materialism, some philosophers
maintain that there remains 8RPLANATORY GAP between mental phenomena such

as consciousness and any physical story that we are likely to get about the workings of
the brain (Levine 1983; cf. Chalmers 1996). Both of these issues, very much alive in
contemporary philosophy of mind and cognitive science, concern the mind-body
problem, even if they are not always identified in such old-fashioned terms.

| also noted that a healthy interest in the first-person perspective persists within this
general materialist framework. By taking a quick look at the two major initial attempts
to develop a systematic, scientific understanding of the mind—Iate nineteenth-century
introspectionism and early twentieth-century behaviorism—I want to elaborate on
these two points and bring them together.

Introspectionism was widely held to fall prey to a problem known agrtiigem of
the homunculusHere | argue that behaviorism, too, is subject to a variation on this
very problem, and that both versions of this problem continue to nag at contemporary
sciences of the mind.

Students of the history of psychology are familiar with the claim that the roots of
contemporary psychology can be dated from 1879, with the founding of the first
experimental laboratory devoted to psychologyWyHELM WUNDT in Leipzig, Ger-
many. As anexperimentallaboratory, Wundt’s laboratory relied on the technigues
introduced and refined in physiology and psychophysics over the preceding fifty years
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by HELMHOLTZ, Weber, and Fechner that paid particular attention to the repgefof
SATIONS. What distinguished Wundt's as a laboratorpsychologywas his focus on

the data reported in consciousness via the first-person perspective; psychology was to
be the science of immediate experience and its most basic constituents. Yet we should
remind ourselves of how restricted this conception of psychology was, particularly
relative to contemporary views of the subject.

First, Wundt distinguished between mexgROSPECTION first-person reports of
the sort that could arise in the everyday course of events, and experimentally manipu-
lable self-observation of the sort that could only be triggered in an experimental con-
text. Although Wundt is often thought of as the founder of an introspectionist
methodology that led to a promiscuous psychological ontology, in disallowing mere
introspection as an appropriate method for a science of the mind he shared at least the
sort of restrictive conception of psychology withth his physiological predecessors
and his later behaviorist critics.

Second, Wundt thought that the vast majority of ordinary thought and cognition
wasnotamenable to acceptable first-person analysis, and so lay beyond the reach of a
scientific psychology. Wundt thought, for example, that belief, language, personality,
andsocIAL COGNITION could be studied systematically only by detailing the cultural
mores, art, and religion of whole societies (hence his four-voldiieerpsychologie
of 1900-1909). These studies belonged to the humaniBesstéswissenshafien
rather than the experimental scienddat(irwissenschaft¢nand were undertaken by
anthropologists inspired by Wundt, suctB&RONISLAW MALINOWSKI .

Wundt himself took one of his early contributions to be a solution of the mind-body
problem, for that is what the data derived from the application of the experimental
method to distinctly psychological phenomena gave one: correlations between the
mental and the physical that indicated how the two were systematically related. The
discovery of psychophysical laws of this sort showed how the mental was related to
the physical. Yet with the expansion of the domain of the mental amenable to experi-
mental investigation over the last 150 years, the mind-body problem has taken on a
more acute form: just how do we get all that mind-dust from merely material mechan-
ics? And it is here that the problem of the homunculus arises for introspectionist psy-
chology after Wundt.

The problem, put in modern guise, is this. Suppose that one introspects, say, in
order to determine the location of a certain feature (a cabin, for example) on a map
that one has attempted to memorize (Kosslyn 1980). Such introspection is typically
reported in terms of exploring a mental image with ongisd’s eye Yet we hardly
want our psychological story to end there, because it posits a process (introspection)
and a processor (the mind’s eye) that themselves cry out for further explanation. The
problem of the homunculus is the problem of leaving undischarged homunculi (“little
men” or their equivalents) in oneplanantiaand it persists as we consider an elab-
oration on our initial introspective report. For example, one might well report forming
a mental image of the map, and then scanning around the various features of the map,
zooming in on them to discern more clearly what they are to see if any of them is the
sought-after cabin. To take this introspective report seriously as a guide to the under-
lying psychological mechanisms would be to posit, minimallyipegager(to form the
initial image), ascanner(to guide your mind’s eye around the image), ardo@mer
(to adjust the relative sizes of the features on the map). But here again we face the
problem of the homunculus, because such “mechanisms” themselves require further
psychological decomposition.

To be faced with the problem of the homunculus, of course, is not the same as to
succumb to it. We might distinguish two understandings of just what the “problem” is
here. First, the problem of the homunculus could be viewed as a problem specifically
for introspectionist views of psychology, a problem that was never successfully met
and that was principally responsible for the abandonment of introspectionism. As
such, the problem motivat®gHAVIORISM in psychology. Second, the problem of the
homunculus might simply be thought of as a challengeatiyatiew that posits inter-
nal mental states must respond to: to show how to discharge all of the homunculi
introduced in a way that is acceptably materialistic. So construed, the problem
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remains one that has been with us more recently, in disputes over the psychological
reality of various forms o6ENERATIVE GRAMMAR (e.g., Stabler 1983); in the nativ-

ism that has been extremely influential in post-Piagetian account®@RITIVE
DEVELOPMENT (Spelke 1990; cf. EIman et al. 1996); and in debates over the signifi-
cance ofMENTAL ROTATION and the nature oMMAGERY (Kosslyn 1994; cf. Pylyshyn

1984: ch.8).

With Wundt's own restrictive conception of psychology and the problem of the
homunculus in mind, it is with some irony that we can view the rise and fall of behav-
iorism as the dominant paradigm for psychology subsequent to the introspectionism
that Wundt founded. For here was a view so deeply indebted to materialism and the
imperative to explore psychological claims only by reference to what was acceptably
experimental that, in effect, in its purest form it appeared to do away with the distinc-
tively mental altogether! That is, because objectively observable behavioral responses
to objectively measurable stimuli are all that could be rigorously explored, experimen-
tal psychological investigations would need to be significantly curtailed, relative to
those of introspectionists such as Wundt and Titchener. As J. B. Watson said in his
early, influential “Psychology as the Behaviorist Views It” in 1913, “Psychology as
behavior will, after all, have to neglect but few of the really essential problems with
which psychology as an introspective science now concerns itself. In all probability
even this residue of problems may be phrased in such a way that refined methods in
behavior (which certainly must come) will lead to their solution” (p. 177).

Behaviorism brought with it not simply a global conception of psychology but spe-
cific methodologies, such &ZONDITIONING, and a focus on phenomena, such as that
of LEARNING, that have been explored in depth since the rise of behaviorism. Rather
than concentrate on these sorts of contribution to the interdisciplinary sciences of the
mind that behaviorists have made, | want to focus on the central problem that faced
behaviorism as a research program for reshaping psychology.

One of the common points shared by behaviorists in their philosophical and psy-
chological guises was a commitment to aperational view of psychological con-
cepts and thus a suspicion of any reliance on concepts that could not be operationally
characterized. Construed as a view of sciendiéfinition (as it was by philosophers),
operationalism is the view that scientific terms must be defined in terms of observable
and measurable operations that one can perform. Thus, an operational definition of
“length,” as applied to ordinary objects, might be: “the measure we obtain by laying a
standard measuring rod or rods along the body of the object.” Construed as a view of
scientific methodology(as it was by psychologists), operationalism claims that the
subject matter of the sciences should be objectively observable and measurable, by
itself a view without much content.

The real bite of the insistence on operational definitions and methodology for psy-
chology came via the application of operationalism to unobservables, for the various
feelings, sensations, and other internal states reported by introspection, themselves
unobservable, proved difficult to operationalize adequately. Notoriously, the intro-
spective reports from various psychological laboratories produced different listings of
the basic feelings and sensations that made up consciousness, and the lack of agree-
ment here generated skepticism about the reliability of introspection as a method for
revealing the structure of the mind. In psychology, this led to a focus on behavior,
rather than consciousness, and to its exploration through observable stimulus and
response: hence, behaviorism. But | want to suggest that this reliance on operational-
ism itself created a version of the problem of the homunculus for behaviorism. This
point can be made in two ways, each of which offers a reinterpretation of a standard
criticism of behaviorism. The first of these criticisms is usually called “philosophical
behaviorism,” the attempt to provide conceptual analyses of mental state terms exclu-
sively in terms of behavior; the second is “psychological behaviorism,” the research
program of studying objective and observable behavior, rather than subjective and
unobservable inner mental episodes.

First, as Geach (1957: chap. 4) pointed out with respect to belief, behaviorist anal-
yses of individual folk psychological states are bound to fail, because it is only in con-
cert with many other propositional attitudes that any given such attitude has
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behavioral effects. Thus, to take a simple example, we might characterize the belief
that it is raining as the tendency to utter “yes” when asked, “Do you believe that it is
raining?” But one reason this would be inadequate is that one will engage in this ver-
bal behavior only if ongvantsto answer truthfully, and only if orfeearsandunder-
standsthe question asked, where each of the italicized terms above refers to some
other mental state. Because the problem recuegaryputative analysis, this implies

that a behavioristically acceptable construal of folk psychology is not possible. This
point would seem to generalize beyond folk psychology to representational psychol-
ogy more generally.

So, in explicitly attempting to do without internal mental representations, behavior-
ists themselves are left with mental states that must simply be assumed. Here we are
not far from those undischarged homunculi that were the bane of introspectionists,
especially once we recognize that the metaphorical talk of “homunculi” refers pre-
cisely to internal mental states and processes that themselves are not further explained.

Second, as Chomsky (1959: esp. p. 54) emphasized in his review of SKianer’s
bal Behaviorsystematic attempts to operationalize psychological language invariably
smuggle in a reference to the very mental processes they are trying to do without. At
the most general level, the behavior of interest to the linguist, Skinner's “verbal
behavior,” is difficult to characterize adequately without at least an implicit reference
to the sorts of psychological mechanism that generate it. For example, linguists are
not interested in mere noises that have the same physical properties—"“harbor” may be
pronounced so that its first syllable has the same acoustic properties as an exasperated
grunt—but in parts of speech that are taxonomized at least partially in terms of the
surrounding mental economy of the speaker or listener.

The same seems true fat of the processes introduced by behaviorists—for exam-
ple, stimulus control, reinforcement, conditioning—insofar as they are used to charac-
terize complex, human behavior that has a natural psychological description (making
a decision, reasoning, conducting a conversation, issuing a threat). What marks off
their instances as behaviafsthe same kint not exclusively their physical or behav-
ioral similarity, but, in part, the common, internal psychological processes that gener-
ate them, and that they in turn generate. Hence, the irony: behaviorists, themselves
motivated by the idea of reforming psychology so as to generalize about objective,
observable behavior and so avoid the problem of the homunculus, are faced with
undischarged homunculi, that is, irreducibly mental processes, in their very own alter-
native to introspectionism.

The two versions of the problem of the homunculus are still with us as a Scylla and
Charybdis for contemporary cognitive scientists to steer between. On the one hand,
theorists need to avoid building the very cognitive abilities that they wish to explain
into the models and theories they construct. On the other, in attempting to side-step
this problem they also run the risk of masking the ways in which their “objective” tax-
onomic categories presuppose further internal psychological description of precisely
the sort that gives rise to the problem of the homunculus in the first place.

See alSBEHAVIORISM; COGNITIVE DEVELOPMENT, CONDITIONING; EPIPHENOME
NALISM; EXPLANATORY GAP; GENERATIVE GRAMMAR; HELMHOLTZ, HERMANN; IMAG -
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MALS; WUNDT, WILHELM

3 A Detour Before the Naturalistic Turn

Given the state of philosophy and psychology in the early 1950s, it is surprising that
within twenty-five years there would be a thriving and well-focused interdiscipli-
nary unit of study, cognitive science, to which the two are central. As we have seen,
psychology was dominated by behaviorist approaches that were largely skeptical of
positing internal mental states as part of a serious, scientific psychology. And
Anglo-American philosophy featured two distinct trends, each of which made phi-
losophy more insular with respect to other disciplines, and each of which served to
reinforce the behaviorist orientation of psychology.
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First, ordinary language philosophy, particularly in Great Britain under the influ-
ence of Ludwig Wittgenstein and J. L. Austin, demarcated distinctly philosophical
problems as soluble (or dissoluble) chiefly by reference to what one would ordinarily
say, and tended to see philosophical views of the past and present as the result of con-
fusions in how philosophers and others come to use words that generally have a clear
sense in their ordinary contexts. This approach to philosophical issues in the post-war
period has recently been referred to by Marjorie Grene (1995: 55) as the “Bertie
Wooster season in philosophy,” a characterization | suspect would seem apt to many
philosophers of mind interested in contemporary cognitive science (and in P. G.
Wodehouse). Let me illustrate how this approach to philosophy served to isolate the
philosophy of mind from the sciences of the mind with perhaps the two most influen-
tial examples pertaining to the mind in the ordinary language tradition.

In The Concept of Mindilbert Ryle (1949: 17) attacked a view of the mind that
he referred to as “Descartes’ Myth” and “the dogma of the Ghost in the Machine™—
basically, dualism—Iargely through a repeated application of the objection that dual-
ism consisted of an extendedtegory mistakeit “represents the facts of mental life
as if they belonged to one logical type or category . . . when they actually belong to
another.” Descartes’ Myth represented a category mistake because in supposing that
there was a special, inner theater on which mental life is played out, it treated the
“facts of mental life” as belonging to a special category of facts, when they were sim-
ply facts about how people can, do, and would behave in certain circumstances. Ryle
set about showing that for the range of mental concepts that were held to refer to pri-
vate, internal mental episodes or events according to Descartes’ Myth—intelligence,
the will, emotion, self-knowledge, sensation, and imagination—an appeal to what one
would ordinarily say both shows the dogma of the Ghost in the Machine to be false,
and points to a positive account of the mind that was behaviorist in orientation. To
convey why Ryle’s influential views here turned philosophy of mind away from sci-
ence rather than towards it, consider the opening senten@é® @oncept of Mind
“This book offers what may with reservations be described as a theory of the mind.
But it does not give new information about minds. We possess already a wealth of
information about minds, information which is neither derived from, nor upset by, the
arguments of philosophers. The philosophical arguments which constitute this book
are intended not to increase what we know about minds, but to rectify the logical
geography of the knowledge which we already possess” (Ryle 1949: 9). The “we”
here refers to ordinary folk, and the philosopher's task in articulating a theory of mind
is to draw on what we already know about the mind, rather than on arcane, philosoph-
ical views or on specialized, scientific knowledge.

The second example is Norman Malcol®@seaming,which, like The Concept of
Mind, framed the critique it wished to deliver as an attack on a Cartesian view of the
mind. Malcolm’s (1959: 4) target was the view that “dreams are the activity of the
mind during sleep,” and associated talkb®EAMING as involving various mental
acts, such as remembering, imagining, judging, thinking, and reasoning. Malcolm
argued that such dream-talk, whether it be part of commonsense reflection on dream-
ing (How long do dreams last?; Can you work out problems in your dreams?) or a
contribution to more systematic empirical research on dreaming, was a confusion aris-
ing from the failure to attend to the proper “logic” of our ordinary talk about dream-
ing. Malcolm’s argument proceeded by appealing to how one wasgdsarious
expressions and sentences that contained the word “dreaming.” (In looking back at
Malcolm’s book, it is striking that nearly every one of the eighteen short chapters
begins with a paragraph about words and what one would say with or about them.)

Malcolm’s central point was that there was no wayeify any given claim about
such mental activity occurring while one was asleep, because the commonsense crite-
ria for the application of such concepts were incompatible with saying that a person
was asleep or dreaming. And because there was no way to tell whether various attribu-
tions of mental states to a sleeping person were correct, such attributions were mean-
ingless. These claims not only could be made without an appeal to any empirical
details about dreaming SLEER, but implied that the whole enterprise of investigating
dreaming empirically itself represented some solvgical muddle.



Philosophy XXiii

Malcolm’s point became more general than one simply about dreaming (or the
word “dreaming”). As he said in a preface to a later work, written after “the notion
that thoughts, ideas, memories, sensations, and so on ‘code into’ or ‘map onto’ neural
firing patterns in the brain” had become commonplace: “I believe that a study of our
psychological concepts can show that [such] psycho-physical isomorphism is not a
coherent assumption” (Malcolm 1971: x). Like Ryle’s straightening of the logical
geography of our knowledge of minds, Malcolm’s appeal to the study of our psycho-
logical concepts could be conducted without any knowledge gleaned from psycholog-
ical science (cf. Griffiths 1997: chap. 2 on the emotions).

Quite distinct from the ordinary language tradition was a second general perspec-
tive that served to make philosophical contributions to the study of the mind “distinc-
tive” from those of science. This was logical positivism or empiricism, which
developed in Europe in the 1920s and flourished in the United States through the
1930s and 1940s with the immigration to the United States of many of its leading
members, including Rudolph Carnap, Hans Reichenbach, Herbert Feigl, and Carl
Hempel. The logical empiricists were called “empiricists” because they held that it
was via the senses and observation that we came to know about the world, deploying
this empiricism with the logical techniques that had been developed by Gottlob Frege,
Bertrand Russell, and Alfred Whitehead. Like empiricists in general, the logical posi-
tivists viewed the sciences as the paradigmatic repository of knowledge, and they
were largely responsible for the rise of philosophy of science as a distinct subdisci-
pline within philosophy.

As part of their reflection on science they articulated and defended the doctrine of
the UNITY OF SCIENCE the idea that the sciences are, in some sense, essentially uni-
fied, and their empiricism led them to appealPRSIMONY AND SIMPLICITY as
grounds for both theory choice within science and for preferring theories that were
ontological Scrooges. This empiricism came with a focus/loat could be verified,
and with it scepticism about traditional metaphysical notions, such asc@oga-

TION, and essences, whose instances could not be verified by an appeal to the data of
sense experience. This emphasis on verification was encapsulated in the verification
theory of meaning, which held that the meaning of a sentence was its method of veri-
fication, implying that sentences without any such method we@ninglessin psy-
chology, this fueled skepticism about the existence of internal mental representations
and states (whose existence could not be objectively verified), and offered further
philosophical backing for behaviorism.

In contrast to the ordinary language philosophers (many of whom would have been
professionally embarrassed to have been caught knowing anything about science), the
positivists held that philosophy was to be informed about and sensitive to the results
of science. The distinctive task of the philosopher, however, was not simply to
describe scientific practice, but to offerational reconstructiorof it, one that made
clear the logical structure of science. Although the teatidhal reconstructiohwas
used first by Carnap in his 1928 bobke Logical Construction of the Worlduite a
general epistemological tract, the technique to which it referred came to be applied
especially to scientific concepts and theories.

This played out in the frequent appeal to the distinction betweesottiext of dis-
coveryand thecontext of justificationdrawn as such by ReichenbachEixperience
and Prediction(1938) but with a longer history in the German tradition. To consider
an aspect of a scientific view in the context of discovery was essentially to raise psy-
chological, sociological, or historical questions about how that view originated, was
developed, or came to be accepted or rejected. But properly philosophical explora-
tions of science were to be conducted in the context of justification, raising questions
and making claims about the logical structure of science and the concepts it used.
Rational reconstruction was the chief way of divorcing the relevant scientific theory
from its mere context of discovery.

A story involving Feigl and Carnap nicely illustrates the divorce between philoso-
phy and science within positivism. In the late 1950s, Feigl visited the University of
California, Los Angeles, to give a talk to the Department of Philosophy, of which Car-
nap was a member. Feigl’s talk was aimed at showing that a form of physicalism, the
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mind-brain identity theory, faced an empirical problem, since science had little, if any-
thing, to say about the “raw feel” of consciousnessWHET-IT’S-LIKE of experience.
During the question period, Carnap raised his hand, and was called on by Feigl. “Your
claim that current neurophysiology tells us nothing about raw feels is wrong! You
have overlooked the discovery of alpha-waves in the brain,” exclaimed Carnap. Feigl,
who was familiar with what he thought was the relevant science, looked puzzled:
“Alpha-waves? What are they?” Carnap replied: “My dear Herbert. You tell me what
raw feels are, and | will tell you what alpha-waves are.”

Of the multiple readings that this story invites (whose common denominator is
surely Carnap’s savviness and wit), consider those that take Carnap’s riposte to imply
that he thought that one could defend materialism by, effectively, making up the sci-
ence to fit whatever phenomena critics could rustle up. A rather extreme form of ratio-
nal reconstruction, but it suggests one way in which the positivist approach to
psychology could be just as a priori and so divorced from empirical practice as that of
Ryle and Malcolm.

See alSaCAUSATION; DREAMING; PARSIMONY AND SIMPLICITY; SLEER, UNITY OF
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4 The Philosophy of Science

The philosophy of science is integral to the cognitive sciences in a number of
ways. We have already seen that positivists held views about the overall structure
of science and the grounds for theory choice in science that had implications for
psychology. Here | focus on three functions that the philosophy of science plays
vis-a-vis the cognitive sciences: it provides a perspective on the place of psychol-
ogy among the sciences; it raises questions about what any science can tell us
about the world; and it explores the nature of knowledge and how it is known. |
take these in turn.

One classic way in which the sciences were viewed as being unified, according to
the positivists, was via reductioREDUCTIONISM, in this context, is the view that intu-
itively “higher-level” sciences can be reduced, in some sense, to “lower-level” sci-
ences. Thus, to begin with the case perhaps of most interest to MITECS readers,
psychology was held to be reducible in principle to biology, biology to chemistry,
chemistry to physics. This sort of reduction presupposed the existelniegsf laws,
laws that exhaustively characterized the concepts of any higher-level science, and the
generalizations stated using them, in terms of those concepts and generalizations at
the next level down. And because reduction was construed as relating theories of one
science to those of another, the advocacy of reductionism went hand-in-hand with a
view of EXPLANATION that gave lower-level sciences at least a usurpatory power over
their higher-level derivatives.

This view of the structure of science was oppoSeEMERGENTISM, the view that
the properties studied by higher-level sciences, such as psychology, were not mere
aggregates of properties studied by lower-level sciences, and thus could not be com-
pletely understood in terms of them. Both emergentism and this form of reductionism
were typically cast in terms of the relationship between laws in higher- and lower-
level sciences, thus presupposing that there were, in the psychologicalvase;
LOGICAL LAWS in the first place. One well-known position that denies this assumption
is Donald Davidson’aNOMALOUS MONISM, which claims that while mental statee
strictly identical with physical states, our descriptions of them as mental states are nei-
ther definitionally nor nomologically reducible to descriptions of them as physical
states. This view is usually expressed as denying the possibility of the bridge laws
required for the reduction of psychology to biology.

Corresponding to the emphasis on scientific laws in views of the relations
between the sciences is the idea that these laws state relations betveraL
KINDS. The idea of a natural kind is that of a type or kind of thing that exists in the
world itself, rather than a kind or grouping that exists because of our ways of per-
ceiving, thinking about, or interacting with the world. Paradigms of natural kinds
are biological kinds—species, such as the domestic Fdis (domesticus—and
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chemical kinds—such as silver (Ag) and gold (Au). Natural kinds can be contrasted
with artifactual kinds (such as chairs), whose members are artifacts that share com-
mon functions or purposes relative to human needs or designscavittentional

kinds (such as marriage vows), whose members share some sort of conventionally
determined property; and from purely arbitrary groupings of objects, whose mem-
bers have nothing significant in common save that they belong to the category.
Views of what natural kinds are, of how extensively science traffics in them, and of
how we should characterize the notion of a natural kind vis-a-vis other metaphysic
notions, such as essence, intrinsic property, and causal power, all remain topics of
debate in contemporary philosophy of science (e.g., van Fraassen 1989; Wilson
1999).

There is an intuitive connection between the claims that there are natural kinds, and
that the sciences strive to identify them, anikntific realismthe view that the enti-
ties in mature sciences, whether they are observable or not, exist and our theories
about them are at least approximately true. For realists hold that the sciences strive to
“carve nature at its joints,” and natural kinds are the pre-existing joints that one’s sci-
entific carving tries to find. ThBREALISM AND ANTIREALISM issue is, of course, more
complicated than suggested by the view that scientific realists think there are natural
kinds, and antirealists deny this—not least because there are a humber of ways to
deny either this realist claim or to diminish its significance. But such a perspective
provides one starting point for thinking about the different views one might have of
the relationship between science and reality.

Apart from raising issues concerning the relationships between psychology and
other sciences and their respective objects of study, and questions about the relation
between science and reality, the philosophy of science is also relevant to the cognitive
sciences as a branch of epistemology or the theory of knowledge, studying a particular
type of knowledge, scientific knowledge. A central notion in the general theory of
knowledge iSIUSTIFICATION, because being justified in what we believe is at least one
thing that distinguishes knowledge from mere belief or a lucky guess. Since scientific
knowledge is a paradigm of knowledge, views of justification have often been devel-
oped with scientific knowledge in mind.

The question of what it is for an individual to have a justified belief, however,
has remained contentious in the theory of knowledge. Justified beliefs are those
that we are entitled to hold, ones for which we have reasons, but how should we
understand such entitlement and such reasons? One dichotomy here is between
internalists about justification, who hold that having justified belief exclusively
concerns facts that are “internal” to the believer, facts about his or her internal cog-
nitive economy; ancdexternalistsabout justification, who deny this. A second
dichotomy is betweenaturalists,who hold that what cognitive states are justified
may depend on facts about cognizers or about the world beyond cognizers that are
uncovered by empirical science; arationalists, who hold that justification is
determined by the relations between one’s cognitive states that the agent herself is
in a special position to know about. Clearly part of what is at issue between inter-
nalists and externalists, as well as between naturalists and rationalists, is the role of
the first-person perspective in accounts of justification and thus knowledge (see
also Goldman 1997).

These positions about justification raise some general questions about the relation-
ship betweerEPISTEMOLOGY AND COGNITION, and interact with views of the impor-
tance of first- and third-person perspectives on cognition itself. They also suggest
different views ofRATIONAL AGENCY, of what it is to be an agent who acts on the
basis of justified beliefs. Many traditional views of rationality imply that cognizers
haveLOGICAL OMNISCIENCE, that is, that they believe all the logical consequences of
their beliefs. Since clearly we are not logically omniscient, there is a question of how
to modify one’s account of rationality to avoid this result.

See als,ANOMALOUS MONISM; EMERGENTISM EPISTEMOLOGY AND COGNITION,;
EXPLANATION; JUSTIFICATION, LOGICAL OMNISCIENCE, PROBLEM OF, NATURAL
KINDS; PSYCHOLOGICAL LAWS; RATIONAL AGENCY; REALISM AND ANTIREALISM;
REDUCTIONISM



XXVi Philosophy

5 The Mind in Cognitive Science

At the outset, | said that the relation between the mental and physical remains the cen-
tral, general issue in contemporary, materialist philosophy of mind. In section 2, we
saw that the behaviorist critiques of Cartesian views of the mind and behaviorism
themselves introduced a dilemma that derived from the problem of the homunculus
that any mental science would seem to face. And in section 3 | suggested how a
vibrant skepticism about the scientific status of a distinctively psychological science
and philosophy's contribution to it was sustained by two dominant philosophical per-
spectives. It is time to bring these three points together as we move to explore the view
of the mind that constituted the core of the developing field of cognitive science in the
1970s, what is sometimes calledssiccognitive science, as well as its successors.

If we were to pose questions central to each of these three issues—the mental-
physical relation, the problem of the homunculus, and the possibility of a genuinely
cognitive science, they might be:

a. What is the relation between the mental and the physical?
b. How can psychology avoid the problem of the homunculus?
¢c. What makes a genuinetyentalscience possible?

Strikingly, these questions received standard answers, in the form of three “isms,”
from the nascent naturalistic perspective in the philosophy of mind that accompanied
the rise of classic cognitive science. (The answers, so you don’t have to peek ahead,
are, respectively, functionalism, computationalism, and representationalism.)

The answer to (a) IBUNCTIONALISM, the view, baldly put, that mental states are
functional states. Functionalists hold that what really matters to the identity of
types of mental states is not what their instances are made of, but how those
instances are causally arranged: what causes them, and what they, in turn, cause.
Functionalism represents a view of the mental-physical relation that is compatible
with materialism or physicalism because even if it is the functional or cealsal
that makes a mental state the state it is, evecypantof any particular role could
be physical. The role-occupant distinction, introduced explicitly by Armstrong
(1968) and implicitly in Lewis (1966), has been central to most formulations of
functionalism.

A classic example of something that is functionally identified or individuated is
money:it's not what it's made of (paper, gold, plastic) that makes something money
but, rather, the causal role that it plays in some broader economic system. Recogniz-
ing this fact about money is not to give up on the idea that money is material or physi-
cal. Even though material composition is not what determines whether something is
money, every instance of money is material or physical: dollar bills and checks are
made of paper and ink, coins are made of metal, even money that is stored solely as a
string of digits in your bank account hemmephysical composition. There are at least
two related reasons why functionalighout the minchas been an attractive view to
philosophers working in the cognitive sciences.

The first is that functionalism at least appears to supporUfieNoMY OF PSY-
CHOLOGY, for it claims that even if, as a matter of fact, our psychological states are
realized in states of our brains, their statupaghologicalstates lies in their func-
tional organization, which can be abstracted from this particular material stuff. This is
anonreductiveview of psychology. If functionalism is true, then there will be distinc-
tively psychological natural kinds that cross-cut the kinds that are determined by a
creature’s material composition. In the context of materialism, functionalism suggests
that creatures with very different material organizations could not only have mental
states, but havthe same kindsf mental states. Thus functionalism makes sense of
comparative psychological or neurological investigations across species.

The second is that functionalism allows fmmbiologicalforms of intelligence and
mentality. That is, because it is the “form” not the “matter” that determines psycho-
logical kinds, there could be entirely artifactual creatures, such as robots or comput-
ers, with mental states, provided that they have the right functional organization. This
idea has been central to traditional artificial intelligence (Al), where one ideal has
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been to create programs with a functional organization that not only allows them to
behave in some crude way like intelligent agents but to do so in a way that instantiates
at least some aspects of intelligence itself.

Both of these ideas have been criticized as part of attacks on functionalism. For
example, Paul and Patricia Churchland (1981) have argued that the “autonomy” of
psychology that one gains from functionalism can be a cover for the emptiness of the
science itself, and Jaegwon Kim (1993) has argued against the coherence of the nonre-
ductive forms of materialism usually taken to be implied by functionalism. Addition-
ally, functionalism and Al are the targets of John Searle's much-disctispexsE
ROOM ARGUMENT.

Consider (c), the question of what makes a distinctively mental science possible.
Although functionalism gives one sort of answer to this in its basis for a defense of the
autonomy (and so distinctness) of psychology, because there are more functional
kinds than those in psychology (assuming functionalism), this answer does not
explain what is distinctivelpsychologicalabout psychology. A better answer to this
guestion isrepresentationalismalso known as the representational theory of mind.
This is the view that mental states are relations between the bearers of those states and
internal mental representations. Representationalism answers (c) by viewing psychol-
ogy as the science concerned with the forms these mental representations can take, the
ways in which they can be manipulated, and how they interact with one another in
mediating between perceptual input and behavioral output.

A traditional version of representationalism, one cast in terms of Ideas, themselves
often conceptualized as images, was held by the British empiricists John Locke,
George Berkeley, arolaviD HUME. A form of representationalism, theNGUAGE OF
THOUGHT (LOT) hypothesis, has more recently been articulated and defended by Jerry
Fodor (1975, 1981, 1987, 1994). The LOT hypothesis is the claim that we are able to
cognize in virtue of having a mental languagentalesewhose symbols are com-
bined systematically by syntactic rules to form more complex units, such as thoughts.
Because these mental symbols are intentional or representational (they are about
things), the states that they compose are representational; mental states inherit their
intentionality from their constituent mental representations.

Fodor himself has been particularly exercised to use the language of thought
hypothesis to chalk out a place for #ROPOSITIONALATTITUDES and our folk psy-
chology within the developing sciences of the mind. Not all proponents of the repre-
sentational theory of mind, however, agree with Fodor's view that the system of
representation underlying thought ilaaguage nor with his defense of folk psychol-
ogy. But even forms of representationalism that are less committal than Fodor’'s own
provide an answer to the question of what is distinctive about psychology: psychology
is not mere neuroscience because it traffics in a range of mental representations and
posits internal processes that operate on these representations.

Representationalism, particularly in Fodoresque versions that see the language of
thought hypothesis as forming the foundations for a defense of both cognitive psy-
chology and our commonsense folk psychology, has been challenged within cognitive
science by the rise of connectionism in psychology eEERAL NETWORKS within
computer science. Connectionist models of psychological processing might be taken
as an existence proof that one does not need to assume what is sometimes called the
RULES AND REPRESENTATIONSapproach to understand cognitive functions: the lan-
guage of thought hypothesis is no longer “the only game in town.”

ConnectionistCOGNITIVE MODELING of psychological processing, such as that of
the formation of past tense (Rumelhart and McClelland 1986), face recognition (Cot-
trell and Metcalfe 1991), ardSUAL WORD RECOGNITION (Seidenberg and McClel-
land 1989), typically does not posit discrete, decomposable representations that are
concatenated through the rules of some language of thought. Rather, connectionists
posit aCOGNITIVE ARCHITECTURE made up of simple neuron-like nodes, with activity
being propagated across the units proportional to the weights of the connection
strength between them. Knowledge lies not in the nodes themselves but in the values
of the weights connecting nodes. There seems to be nothing of a propositional form
within such connectionist networks, no place for the internal sentences that are the
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objects of folk psychological states and other subpersonal psychological states posited
in accounts of (for example) memory and reasoning.

The tempting idea that “classicists” accept, and connectionists reject, representa-
tionalism is too simple, one whose implausibility is revealed once one shifts one’s
focus from folk psychology and the propositional attitudes to cognition more gener-
ally. Even when research in classical cognitive science—for example, that on
KNOWLEDGE-BASED SYSTEMS and ONBAYESIAN NETWORKS—is cast in terms of
“beliefs” that a system has, the connection between “beliefs” and the beliefs of folk
psychology has been underexplored. More importantly, the notion of representation
itself has not been abandoned across-the-board by connectionists, some of whom
have sought to salvage and adapt the notion of mental representation, as suggested by
the continuing debate oveISTRIBUTED VS. LOCAL REPRESENTATIONand the explo-
ration of sub-symbolic forms of representation within connectionism (see Boden
1990; Haugeland 1997; Smolensky 1994).

What perhaps better distinguishes classic and connectionist cognitive science here
is not the issue of whether some form of representationalism is true, but whether the
guestion to which it is an answer needs answering at all. In classical cognitive science,
what makes the idea of a genuingigntalscience possible is the idea that psychol-
ogy describes representation crunching. But in starting with the idea that neural repre-
sentation occurs from single neurons up through circuits to modules and more
nebulous, distributed neural systems, connectionists are less likely to think that psy-
chology offers a distinctive level of explanation that deserves some identifying char-
acterization. This rejection of question (c) is clearest, | think, in reltedmic
APPROACHESTO COGNITION, since such approaches investigate psychological states as
dynamic systems that need not posit distingintalrepresentations. (As with con-
nectionist theorizing about cognition, dynamic approaches encompass a variety of
views of mental representation and its place in the study of the mind that make repre-
sentationalism itself a live issue within such approaches; see Haugeland 1991; van
Gelder 1998.)

Finally, consider (b), the question of how to avoid the problem of the homunculus
in the sciences of the mind. In classic cognitive science, the answer te¢bh)psta-
tionalism,the view that mental states are computational, an answer which integrates
and strengthens functionalist materialism and representationalism as answers to our
previous two questions. It does so integy in which it provides a more precise char-
acterization of the nature of the functional or causal relations that exist between men-
tal states: these amomputational relations between mental representatidie
traditional way to spell this out is tl@®MPUTATIONAL THEORY OF MIND, according to
which the mind is a digital computer, a device that stores symbolic representations
and performs operations on them in accord sjthtacticrules, rules that attend only
to the “form” of these symbols. This view of computationalism has been challenged
not only by relatively technical objections (such as that based oFREME PROB
LEM), but also by the development of neural networks and modsIswiTED COG-

NITION AND LEARNING, where (at least some) informational load is shifted from
internal codes to organism-environment interactions (cf. Ballard et al. 1997).

The computational theory of mind avoids the problem of the homunculus because
digital computers that exhibit some intelligence exist, and they do not contain undis-
charged homunculi. Thus, Ve are fancy versions of such computers, then we can
understand our intelligent capacities without positing undischarged homunculi. The
way this works in computers is by having a series of programs and languages, each
compiled by the one beneath it, with the most basic language directly implemented in
the hardware of the machine. We avoid an endless series of homunculi because the
capacities that are posited at any given level are typically simpler and more numerous
than those posited at any higher level, with the lowest levels specifying instructions to
perform actions that require no intelligence at all. This strategyUSCTIONAL
DECOMPOSITIONSolves the problem of the homunculus if we are digital computers,
assuming that it solves it for digital computers.

Like representationalism, computationalism has sometimes been thought to have
been superseded by either (or both) the connectionist revolution of the 1980s, or the
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Decade of the Brain (the 1990s). But as with proclamations of the death of representa-
tionalism, this notice of the death of computationalism is premature. In part this is
because the object of criticism is a specific version of computationalism, not compu-
tationalism per se (cf. representationalism), and in part it is because neural networks
and the neural systems in the head they model are both themselves typically claimed
to be computational in some sense. It is surprisingly difficult to find an answer within
the cognitive science community to the question of whether there is a univocal notion
of COMPUTATION that underlies the various different computational approaches to
cognition on offer. The various types afJTOMATA postulated in the 1930s and
1940s—particularlyruRING machines and the “neurons” ECULLOCH andPITTS,

which form the intellectual foundations, respectively, for the computational theory of
mind and contemporary neural network theory—have an interwoven history, and
many of the initial putative differences between classical and connectionist cognitive
science have faded into the background as research in artificial intelligence and cogni-
tive modeling has increasingly melded the insights of each approach into more sophis-
ticated hybrid models of cognition (cf. Ballard 1997).

While dynamicists (e.g., Port and van Gelder 1995) have sometimes been touted as
providing a noncomputational alternative to both classic and connectionist cognitive
science (e.g., Thelen 1995: 70), as with claims about the nonrepresentational stance of
such approaches, such a characterization is not well founded (see Clark 1997, 1998).
More generally, the relationship between dynamical approaches to both classical and
connectionist views remains a topic for further discussion (cf. van Gelder and Port
1995; Horgan and Tienson 1996; and Giunti 1997).

See alsCAUTOMATA; AUTONOMY OF PSYCHOLOGY, BAYESIAN NETWORKS CHI-

NESE ROOM ARGUMENT; COGNITIVE ARCHITECTURE, COGNITIVE MODELING, CONNEG
TIONIST; COGNITIVE MODELING, SYMBOLIC; COMPUTATION; COMPUTATIONAL THEORY
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6 A Focus on Folk Psychology

Much recent philosophical thinking about the mind and cognitive science remains
preoccupied with the three traditional philosophical issues | identified in the first
section: the mental-physical relation, the structure of the mind, and the first-person
perspective. All three issues arise in one of the most absorbing discussions over the
last twenty years, that over the nature, status, and future of what has been variously
called commonsense psychology, the propositional attitudesplat PSYCHOL-

OGY.

The termfolk psychologwas coined by Daniel Dennett (1981) to refer to the sys-
tematic knowledge that we “folk” employ in explaining one another's thoughts, feel-
ings, and behavior; the idea goes back to Sellars’s Myth of Jones in “Empiricism and
the Philosophy of Mind” (1956). We all naturally and without explicit instruction
engage in psychological explanation by attributing beliefs, desires, hopes, thoughts,
memories, and emotions to one another. These patterns of folk psychological explana-
tion are “folk” as opposed to “scientific” since they require no special training and are
manifest in everyday predictive and explanatory practice; and genuinely “psychologi-
cal” because they posit the existence of various states or properties that seem to be
paradigmatically mental in nature. To engage in folk psychological explanation is, in
Dennett’s (1987) terms, to adopt tReENTIONAL STANCE

Perhaps the central issue about folk psychology concerns its relationship to the
developing cognitive scienceBLIMINATIVE MATERIALISM, or eliminativism, is the
view that folk psychology will find no place in any of the sciences that could be called
“cognitive” in orientation; rather, the fortune of folk psychology will be like that of
many other folk views of the world that have found themselves permanently out of
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step with scientific approaches to the phenomena they purport to explain, such as folk
views of medicine, disease, and witchcratft.

Eliminativism is sometimes motivated by adherence to reductionism (including the
thesis ofEXTENSIONALITY) and the ideal of the unity of science, together with the rec-
ognition that the propositional attitudes have features that set them off in kind from
the types of entity that exist in other sciences. For example, they are intentional or rep-
resentational, and attributing them to individuals seems to depend on factors beyond
the boundary of those individuals, as theN EARTH arguments suggest. These argu-
ments and others point to a prima facie conflict between folk psychology@ra -

UALISM (or internalisn) in psychology (see Wilson 1995). The apparent conflict
between folk psychology and individualism has provided one of the motivations for
developing accounts 6fARROW CONTENT, content that depends solely on an individ-
ual's intrinsic, physical properties. (The dependence here has usually been understood
in terms of the technical notion 86PERVENIENCE see Horgan 1993.)

There is a spin on this general motivation for eliminative materialism that appeals
more directly to the issue of the how the mind is structured. The claim here is that
whether folk psychology is defensible will turn in large part on how compatible its
ontology—its list of what we find in a folk psychological mind—is with the develop-
ing ontology of the cognitive sciences. With respect to classical cognitive science,
with its endorsement of both the representational and computational theories of mind,
folk psychology is on relatively solid ground here. It posits representational states,
such as belief and desire, and it is relatively easy to see how the causal relations
between such states could be modeled computationally. But connectionist models of
the mind, with what representation there is lying in patterns of activity rather than in
explicit representations like propositions, seem to leave less room in the structure of
the mind for folk psychology.

Finally, the issue of the place of the first-person perspective arises with respect to
folk psychology when we ask how people deploy folk psychology. That is, what sort
of psychological machinery do we folk employ in engaging in folk psychological
explanation? This issue has been the topic OStRELATION VS. THEORY-THEORY
debate, with proponents of the simulation view holding, roughly, a “first-person first”
account of how folk psychology works, and theory-theory proponents viewing folk
psychology as essentially a third-person predictive and explanatory tool. Two recent
volumes by Davies and Stone (1995a, 1995b) have added to the literature on this
debate, which has developmental and moral aspects, including implications for
MORAL PSYCHOLOGY.

See alSELIMINATIVE MATERIALISM ; EXTENSIONALITY, THESISOF, FOLK PSYCHOL
OGY; INDIVIDUALISM ; INTENTIONAL STANCE MORAL PSYCHOLOGY, NARROW CON-
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7 Exploring Mental Content

Although BRENTANO's claim thatINTENTIONALITY is the “mark of the mental” is
problematic and has few adherents today, intentionality has been one of the flagship
topics in philosophical discussion of the mental, and so at least a sort of mark of that
discussion. Just what the puzzle about intentionality is and what one might say about
it are topics | want to explore in more detail here.
To say that something is intentional is just to say thatabaut somethingyr that
it refers to somethinglin this sense, statements of fact are paradigmatically inten-
tional, since they are about how things are in the world. Similarly, a highway sign with
a picture of a gas pump on it is intentional because it conveys the information that
there is gas station ahead at an exit: it is, in some sense, about that state of affairs.
The beginning of chapter 4 of Jerry Fodd?sychosemanticgrovides one lively
expression of the problem with intentionality:

| suppose that sooner or later the physicists will complete the catalogue they’ve been compiling of the
ultimate and irreducible properties of things. When they do, the likgsirofcharmandchargewill

perhaps appear upon their list. Bbbutnessurely won't; intentionality simply doesn’t go that deep.

It's hard to see, in face of this consideration, how one can be a Realist about intentionality without
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also being, to some extent or other, a Reductionist. If the semantic and the intentional are real
properties of things, it must be in virtue of their identity with (or maybe of their supervenience on?)
properties that are themselvestherintentionalnor semantic. If aboutness is real, it must be really
something else. (p. 97, emphases in original)

Although there is much that one could take issue with in this passage, my reason for
introducing it here is not to critique it but to try to capture some of the worries about
intentionality that bubble up from it.

The most general of these concernsliagisof intentionality in the natural order:
given that only special parts of the world (like our minds) have intentional properties,
what is it about those things that gives them (and not other things) intentionality?
Since not only mental phenomena are intentional (for example, spoken and written
natural language and systems of signs and codes are as well), one might think that a
natural way to approach this question would be as follows. Consider all of the various
sorts of “merely material” things that at least seem to have intentional properties.
Then proceed to articulate why each of them is intentional, either taking the high road
of specifying something like the “essence of intentionality”—something that all and
only things with intentional properties have—or taking the low road of doing so for
each phenomenon, allowing these accounts to vary across disparate intentional phe-
nomena.

Very few philosophers have explored the problem of intentionality in this way. |
think this is chiefly because they do not view all things with intentional properties as
having been created equally. A common assumption is that even if lots of the nonmen-
tal world is intentional, its intentionality @erived,in some sense, from the intention-
ality of the mental. So, to take a classic example, the sentences we utter and write are
intentional all right (they are about things). But their intentionality derives from that
of the corresponding thoughts that are their causal antecedents. To take another often-
touted example, computers often produce intentional output (even photocopiers can
do this), but whatever intentionality lies in such output is not inherent to the machines
that produce it but is derivative, ultimately, from the mental states of those who
design, program, and use them and their products. Thus, there has been a focus on
mental states as a sort of paradigm of intentional state, and a subsequent narrowing of
the sorts of intentional phenomena discussed. Two points are perhaps worth making
briefly in this regard.

First, the assumption that not all things with intentional properties are created
equally is typically shared even by those who have not focused almost exclusively on
mental states as paradigms of intentional states, but on languages and other public and
conventional forms of representation (e.g., Horst 1996). It is just that their paradigm is
different.

Second, even when mental statevebeen taken as a paradigm here, those inter-
ested in developing a “psychosemantics™—an account of the basis for the semantics
of psychological states—have often turned to decidedly honmental systems of repre-
sentation in order to theorize about the intentionality of the mental. This focus on
what we might think of aproto-intentionalityhas been prominent within both Fred
Dretske’s (1981) informational semantics and the biosemantic approach pioneered by
Ruth Millikan (1984, 1993).

The idea common to such views is to get clear about the grounds of simple forms
of intentionality before scaling up to the case of the intentionality of human minds, an
instance of a research strategy that has driven work in the cognitive sciences from
early work in artificial intelligence ORNOWLEDGE REPRESENTATIONand cognitive
modeling through to contemporary workdOMPUTATIONAL NEUROSCIENCE Explor-
ing simplified or more basic intentional systems in the hope of gaining some insight
into the more full-blown case of the intentionality of human minds runs the risk, of
course, of focusing on cases that leave out precisely that which is crucial to full-blown
intentionality. Some (for example, Searle 1992) would claim that consciousness and
phenomenology are such features.

As | hinted at in my discussion of the mind in cognitive science in section 5, con-
strued one way the puzzle about the grounds of intentionality has a general answer in
the hypothesis of computationalism. But there is a deeper problem about the grounds
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of intentionality concerningust howat least some mental stuff could be about other
stuff in the world, and computationalism is of little help here. Computationalism does
not even pretend to answer the question of what it is about specific mental states (say,
my belief that trees often have leaves) that gives them the content that they have—for
example, that makes thembout treesEven if wewerecomplicated Turing machines,

what would it be abouty Turing machine table that implies that | have the belief that
trees often have leaves? Talking about the correspondence between the semantic and
syntactic properties that symbol structures in computational systems have, and of how
the former are “inherited” from the latter is well and good. But it leaves open the “just
how” question, and so fails to address what | am here calling the deeper problem
about the grounds of intentionality. This problem is explored in the artickERnAL
REPRESENTATION and particular proposals for a psychosemantics can be found in
those ONNFORMATIONAL SEMANTICS andFUNCTIONAL ROLE SEMANTICS.

It would be remiss in exploring mental content to fail to mention that much thought
about intentionality has been propelled by work in the philosophy of language: on
INDEXICALS AND DEMONSTRATIVES on theories oREFERENCEand the propositional
attitudes, and on the idea RADICAL INTERPRETATION Here | will restrict myself to
some brief comments on theories of reference, which have occupied center stage in
the philosophy of language for much of the last thirty years.

One of the central goals of theories of reference has been to explain in virtue of
what parts of sentences of natural languages refer to the things they refer to. What
makes the name “Miranda” refer to my daughter? In virtue of what does the plural
noun “dogs” refer to dogs? Such questions have a striking similarity to my above
expression of the central puzzle concerning intentionality. In fact, the application of
causal theories of reference (Putnam 1975, Kripke 1980) developed principally for
natural languages has played a central role in disputes in the philosophy of mind
that concern intentionality, including those over individualism, narrow content, and
the role of Twin Earth arguments in thinking about intentionality. In particular,
applying them not to the meaning of natural language terms but to the content of
thought is one way to reach the conclusion thahtalcontent does not supervene
on an individual's physical properties, that is, that mental content is not individual-
istic.

GOTTLOB FREGE is a classic source for contrasting descriptivist theories of refer-
ence, according to which natural language reference is, in some sense, mediated by a
speaker’s descriptions of the object or property to which she refers. Moreover, Frege's
notion of sense and the distinction betwseNSEAND REFERENCEare often invoked
in support of the claim that there is muchMBANING—Iinguistic or mental—that
goes beyond the merely referential. Frege is also one of the founders of modern logic,
and it is to the role of logic in the cognitive sciences that | now turn.

See als@BRENTANO, FRANZ; COMPUTATIONAL NEUROSCIENCE FREGE GOTTLOB;
FUNCTIONAL ROLE SEMANTICS; INDEXICALS AND DEMONSTRATIVES INFORMATIONAL
SEMANTICS, INTENTIONALITY ; KNOWLEDGE REPRESENTATION MEANING; MENTAL
REPRESENTATION RADICAL INTERPRETATION REFERENCE THEORIES OF, SENSEAND
REFERENCE

8 Logic and the Sciences of the Mind

AlthoughINDUCTION, like deduction, involves drawing inferences on the basis of one
or more premises, it ideductiveinference that has been the focusaeic, what is

often simply referred to as “formal logic” in departments of philosophy and linguis-
tics. The idea that it is possible to abstract away from deductive arguments given in
natural language that differ in the content of their premises and conclusions goes back
at least to Aristotle in the fourth centwy. Hence the term “Aristotelian syllogisms”

to refer to a range of argument forms containing premises and conclusions that begin
with the words “every” or “all,” “some,” and “no.” This abstraction makes it possible

to talk about argumemdrmsthat are valid and invalid, and allows one to describe two
arguments as being of the salogical form. To take a simple example, we know that
any argument of the form:
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All A are B.
No B are C.

No A are C.

is formally valid, where the emphasis here serves to highlight reference to the preser-
vation of truth from premises to conclusion, that is, the validity, solely in virtue of the
forms of the individual sentences, together with the form their arrangement consti-
tutes. Whatever plural noun phrases we substitute for “A,” “B,” and “C,” the resulting
natural language argument will be valid: if the two premises are true, the conclusion
must also be true. The same general point applies to arguments that are formally
invalid, which makes it possible to talk about forrfallacies,that is, inferences that
are invalid because of the forms they instantiate.

Given the age of the general ideaLOfGICAL FORM, what is perhaps surprising is
that it is only in the late nineteenth century that the notion was developed so as to
apply to a wide range of natural language constructions through the development of
the propositionalandpredicatelogics. And it is only in the late twentieth century that
the notion of logical form comes to be appropriated within linguistics in the study of
SYNTAX. | focus here on the developments in logic.

Central to propositional logic (sometimes called “sentential logic”) is the idea of a
propositional or sententiaperator,a symbol that acts as a function on propositions
or sentences. The paradigmatic propositional operators are symbols for negation
(“~"), conjunction (“&”"), disjunction (“v"), and conditional (). And with the
development of formal languages containing these symbols comes an ability to repre-
sent a richer range of formally valid arguments, such as that manifest in the following
thought:

If Sally invites Tom, then either he will say “no,” or cancel his game with Bill. But
there’s no way he’d turn Sally down. So | guess if she invites him, he’ll cancel
with Bill.

In predicate or quantificational logic, we are able to represent not simply the relations
between propositions, as we can in propositional logic, but also the structure within
propositions themselves through the introductio@@ANTIFIERS and the terms and
predicates that they bind. One of the historically more important applications of pred-
icate logic has been its widespread use in linguistics, philosophical logic, and the phi-
losophy of language to formally represent increasingly larger parts of natural
languages, including not just simple subjects and predicates, but adverbial construc-
tions, tense, indexicals, and attributive adjectives (for example, see Sainsbury 1991).

These fundamental developments in logical theory have had perhaps the most
widespread and pervasive effect on the foundations of the cognitive scierargs of
contributions from philosophy or mathematics. They also form the basis for much
contemporary work across the cognitive sciences: in linguistic semantics (e.g.,
throughMODAL LOGIC, in the use 0POSSIBLEWORLDS SEMANTICS to model frag-
ments of natural language, and in workBIRDING); in metalogic (e.g., ORORMAL
SYSTEMS and results such as tkelURCHTURING THESIS and GODEL'S THEOREMS);
and in artificial intelligence (e.g., QMGICAL REASONING SYSTEMS TEMPORAL REA-
SONING, andMETAREASONING).

Despite their technical payoff, the relevance of these developments in logical the-
ory for thinking more directly abomEDUCTIVE REASONINGin human beings is, iron-
ically, less clear. Psychological work on human reasoning, including that on
JUDGMENT HEURISTICS CAUSAL REASONING andMENTAL MODELS, points to ways in
which human reasoning may be governed by structures very different from those
developed in formal logic, though this remains an area of continuing debate and dis-
cussion.

See als®@INDING THEORY; CAUSAL REASONING CHURCH-TURING THESIS DEDUC-

TIVE REASONING FORMAL SYSTEMS PROPERTIESOF, GODEL'S THEOREMS INDUC-
TION; JUDGMENT HEURISTICS LOGIC; LOGICAL FORM IN LINGUISTICS; LOGICAL FORM,
ORIGINS OF, LOGICAL REASONING SYSTEMS MENTAL MODELS; METAREASONING,
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MODAL LOGIC; POSSIBLE WORLDS SEMANTICS, QUANTIFIERS, SYNTAX; TEMPORAL
REASONING

9 Two Ways to Get Biological

By the late nineteenth century, both evolutionary theory and the physiological study of
mental capacities were firmly entrenched. Despite this, these two paths to a biological
view of cognition have only recently been re-explored in sufficient depth to warrant
the claim that contemporary cognitive science incorporates a truly biological perspec-
tive on the mind. The neurobiological path, laid down by the tradition of physiological
psychology that developed from the mid-nineteenth century, is certainly the better
traveled of the two. The recent widening of this path by those dissatisfied with the dis-
tinctly nonbiological approaches adopted within traditional artificial intelligence has,
as we saw in our discussion of computationalism, raised new questionsabieut

TATION AND THE BRAIN, the traditional computational theory of the mind, and the
rules and representations approach to understanding the mind. The evolutionary path,
by contrast, has been taken only occasionally and half-heartedly over the last 140
years. | want to concentrate not only on why but on the ways in which evolutionary
theory is relevant to contemporary interdisciplinary work on the mind.

The theory oEVOLUTION makes a claim about tipatternsthat we find in the bio-
logical world—they are patterns déscent-and a claim about the predominant cause
of those patterns—they are caused by the mechanism of natural selection. None of the
recent debates concerning evolutionary theory—from challenges to the focus on
ADAPTATION AND ADAPTATIONISM in Gould and Lewontin (1979) to more recent
work onSELFORGANIZING SYSTEMSandARTIFICIAL LIFE—challenges the substantial
core of the theory of evolution (cf. Kauffman 1993, 1995; Depew and Weber 1995).
The vast majority of those working in the cognitive sciences both accept the theory of
evolution and so think that a large number of traits that organisms possess are adapta-
tions to evolutionary forces, such as natural selection. Yet until the last ten years, the
scattered pleas to apply evolutionary theory to the mind (such as those of Ghiselin
1969 and Richards 1987) have come largely from those outside of the psychological
and behavioral sciences.

Within the last ten years, however, a distinCEB®LUTIONARY PSYCHOLOGY has
developed as a research program, beginning in Leda Cosmides’s (1989) work on
human reasoning and the Wason selection task, and represented in the collection of
papersThe Adapted MingBarkow, Cosmides, and Tool®92) and, more recently
and at a more popular level, by Steven Pinkiddsv the Mind Work$1997). Evolu-
tionary psychologists view the mind as a set of “Darwinian algorithms” designed by
natural selection to solve adaptive problems faced by our hunter-gatherer ancestors.
The claim is that this basic Darwinian insight can and should guide research into the
cognitive architecture of the mind, since the task is one of discovering and under-
standing thelesignof the human mind, in all its complexity. Yet there has been more
than an inertial resistance to viewing evolution as central to the scientific study of
human cognition.

One reason is that evolutionary theory in general is seen as answering different
guestions than those at the core of the cognitive sciences. In terms of the well-known
distinction betweemroximal andultimate causes, appeals to evolutionary theory pri-
marily allow one to specify the latter, and cognitive scientists are chiefly interested in
the former: they are interested in ti@v rather than thevhy of the mind. Or to put it
more precisely, central to cognitive science is an understandingrobttie@nismshat
govern cognition, not the various histories—evolutionary or not—that produced these
mechanisms. This general perception of the concerns of evolutionary theory and the
contrasting conception of cognitive science, have both been challenged by evolution-
ary psychologists. The same general challenges have been issued by those who think
that the relations betwea@THICS AND EVOLUTION and those between cognition and
CULTURAL EVOLUTION have not received their due in contemporary cognitive science.

Yet despite the skepticism about this direct application of evolutionary theory to
human cognition, its implicit application is inherent in the traditional interest in the
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minds ofother animals, fromaplysiato (nonhuman) apesNIMAL NAVIGATION, PRI

MATE LANGUAGE, andCONDITIONING AND THE BRAIN, while certainly topics of inter-

est in their own right, gain some added value from what their investigation can tell us
abouthumanminds and brains. This presupposes something like the following: that
there are natural kinds in psychology that transcend species boundaries, such that
there is a general way of exploring how a cognitive capacity is structured, independent
of the particular species of organism in which it is instantiated (cf. functionalism).
Largely on the basis of research with non-human animals, we know enough now to
say, with a high degree of certainty, things like this: thaC#REBELLUM is the cen-

tral brain structure involved iMOTOR LEARNING, and that thelMBIC SYSTEM plays

the same role with respect to at least semeTIONS.

This is by way of returning to (and concluding with) the neuroscientific path to
biologizing the mind, and the three classic philosophical issues about the mind with
which we began. As | hope this introduction has suggested, despite the distinctively
philosophical edge to all three issues—the mental-physical relation, the structure of
the mind, and the first-person perspective—discussion of each of them is elucidated
and enriched by the interdisciplinary perspectives provided by empirical work in the
cognitive sciences. It is not only a priori arguments but complexities revealed by
empirical work (e.g., on the neurobiology of consciousnesaTTENTION and ani-
mal and human brains) that show the paucity of the traditional philosophical “isms”
(dualism, behaviorism, type-type physicalism) with respect to the mental-physical
relation. It is not simply general, philosophical arguments against nativism or against
empiricism about the structure of the mind that reveal limitations to the global ver-
sions of these views, but ongoing work @QDULARITY AND LANGUAGE, on cogni-
tive architecture, and on the innateness of language. And thought about introspection
and self-knowledge, to take two topics that arise when one reflects on the first-person
perspective on the mind, is both enriched by and contributes to empirical work on
BLINDSIGHT, the theory of mind, anBlETAREPRESENTATION With some luck, phi-
losophers increasingly sensitive to empirical data about the mind will have paved a
two-way street that encourages psychologists, linguists, neuroscientists, computer
scientists, social scientists and evolutionary theorists to venture more frequently and
more surely into philosophy.

See alsOADAPTATION AND ADAPTATIONISM; ANIMAL NAVIGATION; ARTIFICIAL

LIFE; ATTENTION IN THE ANIMAL BRAIN; ATTENTION IN THE HUMAN BRAIN; BLIND-
SIGHT; CEREBELLUM; COMPUTATION AND THE BRAIN; CONDITIONING AND THE BRAIN;
CULTURAL EVOLUTION; EMOTIONS,; ETHICSAND EVOLUTION; EVOLUTION; EVOLUTION-
ARY PSYCHOLOGY, LIMBIC SYSTEM, METAREPRESENTATION MODULARITY AND LAN-
GUAGE; MOTOR LEARNING; PRIMATE LANGUAGE; SELFORGANIZING SYSTEMS
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Psychology

Keith J. Holyoak

Psychology is the science that investigates the representation and processing of infor-
mation by complex organisms. Many animal species are capable of taking in informa-
tion about their environment, forming internal representations of it, and manipulating
these representations to select and execute actions. In addition, many animals are able
to adapt to their environments by means of learning that can take place within the
lifespan of an individual organism. Intelligent information processing implies the abil-
ity to acquire and process information about the environment in order to select actions
that are likely to achieve the fundamental goals of survival and propagation. Animals
have evolved a system of capabilities that collectively provide them with the ability to
process information. They have sensory systems suthsas andHAPTIC PERCEP

TION (touch), which provide information about the immediate environment with
which the individual is in direct contact; proprioception, which provides information
about an animal's own bodily states; smiLL, AUDITION, andvISION, which provide
information about more distant aspects of the environment. Animals are capable of
directed, self-generated motion, includixE MOVEMENTS and other motoric behav-

iors such asIANIPULATION AND GRASPING which radically increase their ability to

pick up sensory information and also to act upon their environments.

The central focus of psychology concerns the information processing that inter-
venes between sensory inputs and motoric outputs. The most complex forms of intel-
ligence, observed in birds and mammals, and particularly primates (especially great
apes and humans) require theories that deal with the machinery of thought and inner
experience. These animals have minds EndTIONS; their sensory inputs are inter-
preted to create perceptions of the external world, guided in part by sekautire
TION; some of the products of perception are storestEMORY, and may in turn
influence subsequent perception. Intellectually sophisticated animals perfanm
SIONMAKING andPROBLEM SOLVING, and in the case of humans engageAMGUAGE
AND COMMUNICATION. Experience coupled with innate constraints results in a process
of COGNITIVE DEVELOPMENT as the infant becomes an adult, and also leadsarn-

ING over the lifespan, so that the individual is able to adapt to its environment within a
vastly shorter time scale than that required for evolutionary change. Humans are capa-
ble of the most complex and most domain-general forms of information processing of
all species; for this reason (and because those who study psychology are humans),
most of psychology aims directly or indirectly to understand the nature of human
information processing andiTELLIGENCE. The most general characteristics of the
human system for information processing are described asotheiTIVE ARCHITEC-

TURE.

See alSATTENTION; AUDITION; COGNITIVE ARCHITECTURE COGNITIVE DEVELOP
MENT; DECISIONMAKING ; EMOTIONS; EYE MOVEMENTS AND VISUAL ATTENTION; HAP-

TIC PERCEPTION INTELLIGENCE; LANGUAGE AND COMMUNICATION; LEARNING;
MANIPULATION AND GRASPING MEMORY; PROBLEM SOLVING; SMELL; TASTE, VISION

1 The Place of Psychology within Cognitive Science

As the science of the representation and processing of information by organisms,
psychology (particularly cognitive psychology) forms part of the core of cognitive
science. Cognitive science research conducted in other disciplines generally has
actual or potential implications for psychology. Not all research on intelligent infor-
mation processing is relevant to psychology. Some work in artificial intelligence,
for example, is based on representations and algorithms with no apparent connec-
tion to biological intelligence. Even though such work may be highly successful at
achieving high levels of competence on cognitive tasks, it does not fall within the
scope of cognitive science. For example, the Deep Blue Il program that defeated the
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humancHeEsschampion Gary Kasparov is an example of an outstanding artificial-
intelligence program that has little or no apparent psychological relevance, and
hence would not be considered to be part of cognitive science. In contrast, work on
adaptivePRODUCTION SYSTEMS and NEURAL NETWORKS much of which is con-
ducted by computer scientists, often has implications for psychology. Similarly, a
great deal of work in such allied disciplines as neuroscience, linguistics, anthropol-
ogy, and philosophy has psychological implications. At the same time, work in psy-
chology often has important implications for research in other disciplines. For
example, research ipsycHOLINGUISTICShas influenced developments in linguis-
tics, and research #sYCHOPHYSICshas guided neurophysiological research on the
substrates of sensation and perception.

In terms ofMARR’s tripartite division of levels of analysis (computational theory,
representation and algorithm, and hardware implementation), work in psychology
tends to concentrate on the middle level, emphasizing how information is represented
and processed by humans and other animals. Although there are many important
exceptions, psychologists generally aim to develop process models that specify more
than the input-output functions that govern cognition (for example, also specifying
timing relations among intervening mental processes), while abstracting away from
the detailed neural underpinnings of behavior. Nonetheless, most psychologists do not
insist in any strict sense on tA@TONOMY OF PSYCHOLOGY, but rather focus on
important interconnections with allied disciplines that comprise cognitive science.
Contemporary psychology at the information-processing level is influenced by
research in neuroscience that investigates the neural basis for cognition and emotion,
by work on representations and algorithms in the fields of artificial intelligence and
neural networks, and by work in social sciences such as anthropology that places the
psychology of individuals within its cultural context. Research on the psychology of
language (e.gGOMPUTATIONAL PSYCHOLINGUISTICSandLANGUAGE AND THOUGHT)
is influenced by the formal analyses of language developed in linguistics. Many areas
of psychology make close contact with classical issues in philosophy, especially in
EPISTEMOLOGY (€.g.,CAUSAL REASONING INDUCTION; CONCEPTS.

The field of psychology has several major subdivisions, which have varying
degrees of connection to cognitive science. Cognitive psychology deals directly with
the representation and processing of information, with greatest emphasis on cognition
in adult humans; the majority of the psychology entries that appear in this volume
reflect work in this area. Developmental psychology deals with the changes in cogni-
tive, social, and emotional functioning that occur over the lifespan of humans and
other animals (see in particul@OGNITIVE DEVELOPMENT, PERCEPTUAL DEVELOP-

MENT, and INFANT COGNITION). Social psychology investigates the cognitive and
emotional factors involved in interactions between people, especially in small groups.
One subarea of social psychologgcCIAL COGNITION, is directly concerned with the
manner in which people understand the minds, emotions, and behavior of themselves
and others (see alSBIEORY OF MIND; INTERSUBJECTIVITY). Personality psychology
deals primarily with motivational and emotional aspects of human experience (see
FREUD for discussion of the ideas of the famous progenitor of this area of psychol-
ogy), and clinical psychology deals with applied issues related to mental koeaith.
PARATIVE PSYCHOLOGY investigates the commonalities and differences in cognition
and behavior between different animal species FBRATE COGNITION; ANIMAL
NAVIGATION ; CONDITIONING; and MOTIVATION), and behavioral neuroscience pro-
vides the interface between research on molar cognition and behavior and their under-
lying neural substrate.

See alS@NIMAL NAVIGATION ; ANIMAL NAVIGATION, NEURAL NETWORKS AUTON-

OMY OF PSYCHOLOGY, CAUSAL REASONING CHESS PSYCHOLOGY OF; COGNITIVE
DEVELOPMENT, COMPARATIVE PSYCHOLOGY, COMPUTATIONAL PSYCHOLINGUISTICS
CONCEPTS CONDITIONING; EPISTEMOLOGY AND COGNITION; INDUCTION; INFANT
COGNITION; INTERSUBJECTIVITY; LANGUAGE AND THOUGHT; MARR, DAVID; MOTIVA-
TION; NEURAL NETWORKS PERCEPTUAL DEVELOPMENT, PRIMATE COGNITION; PRC-
DUCTION SYSTEMS PSYCHOLINGUISTICS PSYCHOPHYSICS SOCIAL COGNITION,;
SOCIAL COGNITION IN ANIMALS ; THEORY OF MIND
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2 Capsule History of Psychology

Until the middle of the nineteenth century the nature of the mind was solely the con-
cern of philosophers. Indeed, there are a number of reasons why some have argued
that the scientific investigation of the mind may prove to be an impossible undertak-
ing. One objection is that thoughts cannot be measured; and without measurement,
science cannot even begin. A second objection is to question how humans could
objectively study their own thought processes, given the fact that science itself
depends on human thinking. A final objection is that our mental life is incredibly
complex and bound up with the further complexities of human social interactions;
perhaps cognition is simply too complex to permit successful scientific investigation.

Despite these reasons for skepticism, scientific psychology emerged as a discipline
separate from philosophy in the second half of the nineteenth century. A science
depends on systematic empirical methods for collecting observations and on theories
that interpret these observations. Beginning around 1850, a number of individuals,
often trained in philosophy, physics, physiology, or neurology, began to provide these
crucial elements.

The anatomist Ernst Heinrich Weber and the physicist and philosopher Gustav
Fechner measured the relations between objective changes in physical stimuli, such as
brightness or weight, and subjective changes in the internal sensations the stimuli gen-
erate. The crucial finding of Weber and Fechner was that subjective differences were
not simply equivalent to objective differences. Rather, it turned out that for many
dimensions, the magnitude of change required to make a subjective difference (“just
noticeable difference,” or “jnd”) increased as overall intensity increased, often follow-
ing an approximately logarithmic function, known as the Weber-Fechner Law. Weber
and Fechner's contribution to cognitive psychology was much more general than iden-
tifying the law that links their names. They convincingly demonstrated that, contrary
to the claim that thought is inherently impossible to measure, it is in fact possible to
measure mental concepts, such as the degree of sensation produced by a stimulus.
Fechner called this new field of psychological measurerrerCHOPHYSICS the
interface of psychology and physics, of the mental and the physical.

A further foundational issue concerns the speed of human thought. In the nine-
teenth century, many believed that thought was either instantaneous or else so fast that
it could never be measured. BARRMANN VON HELMHOLTZ, a physicist and physiolo-
gist, succeeded in measuring the speed at which signals are conducted through the
nervous system. He first experimented on frogs by applying an electric current to the
top of a frog’s leg and measuring the time it took the muscle at the end to twitch in
response. Later he used a similar technique with humans, touching various parts of a
person’s body and measuring the time taken to press a button in response. The
response time increased with the distance of the stimulus (i.e., the point of the touch)
from the finger that pressed the button, in proportion to the length of the neural path
over which the signal had to travel. Helmholtz's estimate of the speed of nerve signals
was close to modern estimates—roughly 100 meters per second for large nerve fibers.
This transmission rate is surprisingly slow—vastly slower than the speed of electricity
through a wire. Because our brains are composed of neurons, our thoughts cannot be
generated any faster than the speed at which neurons communicate with each other. It
follows that the speed of thought is neither instantaneous nor immeasurable.

Helmholtz also pioneered the experimental study of vision, formulating a theory of
color vision that remains highly influential today. He argued forcefully against the
commonsensical idea that perception is simply a matter of somehow “copying” sen-
sory input into the brain. Rather, he pointed out that even the most basic aspects of per-
ception require major acts of construction by the nervous system. For example, it is
possible for two different objects—a large object far away, and a small object nearby—
to create precisely the same image on the retinas of a viewer's eyes. Yet normally the
viewer will correctly perceive the one object as being larger, but further away, than the
other. The brain somehow manages to unconsciously perform some basic geometrical
calculations. The brain, Helmholtz argued, must construct this unified view by a pro-
cess of “unconscious inference”™—a process akin to reasoning without awareness.
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Helmholtz’s insight was that the “reality” we perceive is not simply a copy of the exter-
nal world, but rather the product of the constructive activities of the brain.

Another philosopherHERMANN EBBINGHAUS, who was influenced by Fechner’s
ideas about psychophysical measurements, developed experimental methods tailored
to the study of human memory. Using himself as a subject, Ebbinghaus studied mem-
ory for nonsense syllables—consonant-vowel-consonant combinations, such as “zad,”
“bim,” and “sif.” He measured how long it took to commit lists of nonsense syllables
to memory, the effects of repetition on how well he could remember the syllables
later, and the rate of forgetting as a function of the passage of time. Ebbinghaus made
several fundamental discoveries about memory, including the typical form of the “for-
getting curve’—the gradual, negatively accelerated decline in the proportion of items
that can be recalled as a function of time. Like Weber, Fechner, and Helmholtz, Ebb-
inghaus provided evidence that it is indeed possible to measure mental phenomena by
objective experimental procedures.

Many key ideas about possible components of cognition were systematically pre-
sented by the American philosoplherLiaAm JAMESin the first great psychology text-
book, Principles of Psychologypublished in 1890. His monumental work included
topics that remain central in psychology, including brain function, perception, atten-
tion, voluntary movement, habit, memory, reasoning,stiigs, and hypnosis. James
discussed the nature of “will,” or mental effort, which remains one of the basic aspects
of attention. He also drew a distinction between different memory syspeimesiry
memory, which roughly corresponds to the current contents of consciousness, and
secondarymemory, which comprises the vast store of knowledge of which we are not
conscious at any single time, yet continually draw upon. Primary memory is closely
related to what we now teractive short-term or WORKING MEMORY, while second-
ary memory corresponds to what is usually cdbbed-termmemory.

James emphasized thdaptivenature of cognition: the fact that perception, mem-
ory, and reasoning operate not simply for their own sake, but to allow us to survive
and prosper in our physical and social world. Humans evolved as organisms skilled in
tool use and in social organization, and it is possible (albeit a matter of controversy)
that much of our cognitive apparatus evolved to serve these basic functiorexsee
LUTIONARY PSYCHOLOGY). Thus, human cognition involves intricate systems for
MOTOR CONTROL andMOTOR LEARNING; the capacity to understand that other people
have minds, with intentions and goals that may lead them to help or hinder us; and the
ability to recognize and remember individual persons and their characteristics. Fur-
thermore, James (1890:8) recognized that the hallmark of an intelligent being is its
ability to link ends with means—to select actions that will achieve goals: “The pursu-
ance of future ends and the choice of means for their attainment are thus the mark and
criterion of the presence of mentality in a phenomenon.” This view of goal-directed
thinking continues to serve as the foundation of modern WoRROBLEM SOLVING,
as reflected in the views of theorists suchiasy NEWELL and Herbert Simon.

Another pioneer of psychology was Sigmund Freud, the founder of psychoanaly-
sis, whose theoretical ideas about cognition and consciousness anticipated many key
aspects of the modern conception of cognition. Freud attacked the idea that the “self”
has some special status as a unitary entity that somehow governs our thought and
action. Modern cognitive psychologists also reject (though for different reasons)
explanations of intelligent behavior that depend upon postulating a “homunculus™—
that is, an internal mental entity endowed with all the intelligence we are trying to
explain. Behavior is viewed not as the product of a unitary self or homunculus, but as
the joint product of multiple interacting subsystems. Freud argued that the “ego”™—the
information-processing system that modulates various motivational forces—is not a
unitary entity, but rather a complex system that includes attentional bottlenecks, mul-
tiple memory stores, and different ways of representing information (e.g., language,
imagery, and physiognomic codes, or “body language”). Furthermore, as Freud also
emphasized, much of information processing takes place at an unconscious level. We
are aware of only a small portion of our overall mental life, a tip of the cognitive ice-
berg. For example, operating beneath the level of awareness are attentional “gates”
that open or close to selectively attend to portions of the information that reaches our
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senses, memory stores that hold information for very brief periods of time, and inac-
cessible memories that we carry with us always but might never retrieve for years at a
time.

Given the breadth and depth of the contributions of the nineteenth-century pioneers
to what would eventually become cognitive science, it is ironic that early in the twen-
tieth century the study of cognition went into a steep decline. Particularly in the
United States, psychology in the first half of the century came to be dominated by
BEHAVIORISM, an approach characterized by the rejection of theories that depended on
“mentalistic” concepts such as goals, intentions, or plans. The decline of cognitive
psychology was in part due to the fact that a great deal of psychological research had
moved away from the objective measurement techniques developed by Fechner,
Helmholtz, Ebbinghaus, and others, and instead gave primacy to the metimrof
SPECTION promoted bywILHELM WUNDT, in which trained observers analyzed their
own thought processes as they performed various cognitive tasks. Not surprisingly,
given what is now known about how expectancies influence the way we think, intro-
spectionists tended to find themselves thinking in more or less the manner to which
they were theoretically predisposed. For example, researchers who believed thinking
always depended amAGERY usually found themselves imaging, whereas those who
did not subscribe to such a theory were far more likely to report “imageless thought.”

The apparent subjectivity and inconstancy of the introspective method encouraged
charges that all cognitive theories (rather than simply the method itself, as might seem
more reasonable) were “unscientific.” Cognitive theories were overshadowed by the
behaviorist theories of such leading figures as John Watson, Edward Thorndike, Clark
Hull, and B. F. Skinner. Although there were major differences among the behavior-
ists in the degree to which they actually avoided explanations based on assumptions
about unobservable mental states (e.g., Hull postulated such states rather freely,
whereas Watson was adamant that they were scientifically illicit), none supported the
range of cognitive ideas advanced in the nineteenth century.

Cognitive psychology did not simply die out during the era of behaviorism. Work-
ing within the behaviorist tradition, Edward Tolman pursued such cognitive issues as
how animals represented spatial information internallg@sNITIVE MAPS of their
environment. European psychologists were far less captivated with behaviorism than
were Americans. In England, SIREDERICK BARTLETT analyzed the systematic dis-
tortions that people exhibit when trying to remember stories about unfamiliar events,
and introduced the concept of “schema” (SEEEMATA) as a mental representation
that captures the systematic structural relations in categories of experience. In Soviet
Russia, the neuropsychologist AleksandriA provided a detailed portrait of links
between cognitive functions and the operation of specific regions of the brain.
Another Russian,Ev VYGOTSKY, developed a sociohistorical approach to cognitive
development that emphasized the way in which development is constructed through
social interaction, cultural practices, and the internalization of cognitive tools.
Vygotsky emphasized social interaction through language in the development of chil-
dren’s concepts. The Swiss psychologistN PIAGET spent decades refining a theory
of cognitive development. Piaget's theory emphasizes milestones in the child’s devel-
opment including decentration, the ability to perform operations on concrete objects,
and finally the ability to perform operations on thoughts and beliefs. Given its empha-
sis on logical thought, Piaget's theory is closely relatextteNTIFIC THINKING AND
ITS DEVELOPMENT.

In addition, the great German tradition in psychology, which had produced so
many of the nineteenth-century pioneers, gave rise to a new cognitive movement in
the early twentieth centurnEESTALT PSYCHOLOGY. The German woréestalttrans-
lates roughly as “form,” and the Gestalt psychologists emphasized that the whole
form is something different from the mere sum of its parts, due to emergent properties
that arise as new relations are created. Gestalt psychology was in some ways an exten-
sion of Helmholtz's constructivist ideas, and the greatest contributions of this intellec-
tual movement were in the area ®ESTALT PERCEPTION Where the behaviorists
insisted that psychology was simply the study of how objective stimuli come to elicit
objective responses, the Gestaltists pointed to simple demonstrations casting doubt on
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the idea that “objective” stimuli—that is, stimuli perceived in a way that can be
described strictly in terms of the sensory input—even exist. Figure 1 illustrates a
famous Gestalt example of the constructive nature of perception, the ambiguous
Necker cube. Although this figure is simply a flat line drawing, we immediately per-
ceive it as a three-dimensional cube. Moreover, if you look carefully, you will see that
the figure can actually be seen as either of two different three-dimensional cubes. The
same objective stimulus—the two-dimensional line drawing—gives rise to two dis-
tinct three-dimensional perceptions.

Although many of the major contributions by key Gestalt figures such as Max Wer-
theimer were in the area of perception, their central ideas were extended to memory
and problem solving as well, through the work of people such as Wolfgang Kéhler and
Karl Duncker. Indeed, one of the central tenets of Gestalt psychology was that high-
level thinking is based on principles similar to those that govern basic perception. As
we do in everyday language, Gestalt psychologists spoke of suddenly “seeing” the
solution to a problem, often after “looking at it” in a different way and achieving a new
“‘insight.” In all the areas in which they worked, the Gestalt idea of “a whole different
from the sum of parts” was based on the fundamental fact that organized configura-
tions are based not simply on individual elements, but also on the relations between
those elements. Just ag@®is not simply two hydrogen atoms and one oxygen atom,
but also a particular spatial organization of these elements into a configuration that
makes a molecule of water, so too “squareness” is more than four lines: it crucially
depends on the way the lines are related to one another to make four right angles. Fur-
thermore, relations can take on a “life of their own,” separable from any particular set
of elements. For example, we can take a tune, move it to a different key so that all the
notes are changed, and still immediately recognize it as the “same” tune as long as the
relations among the notes are preserved. A focus on relations calls attention to the cen-
trality of theBINDING PROBLEM, which involves the issue of how elements are system-
atically organized to fill relational roles. Modern work on such topiesv\asoGy and
SIMILARITY emphasizes the crucial role of relations in cognition.

Modern cognitive psychology emerged in the second half of this century. The “cog-
nitive revolution” of the 1950s and 1960s involved not only psychology but also the
allied disciplines that now contribute to cognitive science. In the 1940s the Canadian
psychologistbONALD HEBB began to draw connections between cognitive processes
and neural mechanisms, anticipating modern cognitive neuroscience. During World
War I, many experimental psychologists (includimges GIBSON) were confronted
with such pressing military problems as finding ways to select good pilots and train
radar operators, and it turned out that the then-dominant stimulus-response theories
simply had little to offer in the way of solutions. More detailed process models of
human information processing were needed. After the DG@YALD BROADBENT in
England developed the first such detailed model of attention. Even more importantly,
Broadbent helped develop and popularize a wide range of experimental tasks in which
an observer's attention is carefully controlled by having him or her perform some task,
such as listening to a taped message for a particular word, and then precisely measur-
ing how quickly responses can be made and what can be remembered. In the United
States, William K. Estes added to the mathematical tools available for theory building
and data analysis, and Saul Sternberg developed a method for decomposing reaction
times into component processes using a simple recognition task.

Figure 1.
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Meanwhile, the birth of computer science provided further conceptual tools. Strict
behaviorists had denounced models of internal mental processes as unscientific. How-
ever, the modern digital computer provided a clear example of a device that took
inputs, fed them through a complex series of internal procedures, and then produced
outputs. As well as providing concrete examples of what an information-processing
device could be, computers made possible the beginnings of artificial intelligence—
the construction of computer programs designed to perform tasks that require intelli-
gence, such as playing chess, understanding stories, or diagnosing diseases. Herbert
Simon (1978 Nobel Laureate in Economics) and Allan Newell were leaders in build-
ing close ties between artificial intelligence and the new cognitive psychology. It was
also recognized that actual computers represent only a small class of a much larger set
of theoretically possible computing devices, which had been described back in the
1940s by the brilliant mathematiciamAN TURING. Indeed, it was now possible to
view the brain itself as a biological computer, and to use various real and possible
computing devices as models of human cognition. Another key influence on modern
cognitive psychology came from the field of linguistics. In the late 1950s work by the
young linguist Noam Chomsky radically changed conceptions of the nature of human
language by demonstrating that language could not be learned or understood by
merely associating adjacent words, but rather required computations on abstract struc-
tures that existed in the minds of the speaker and listener.

The collective impact of this work in the mid-twentieth century was to provide a
seminal idea that became the foundation of cognitive psychology and also cognitive
science in general: thBOMPUTATIONAL THEORY OF MIND, according to which human
cognition is based on mental procedures that operate on abstract mental representa-
tions. The nature of theOGNITIVE ARCHITECTURE has been controversial, including
proposals such @&RODUCTIONSYSTEMSandNEURAL NETWORKS In particular, there
has been disagreement as to whether procedures and representations are inherently
separable or whether procedures actually embody representations, and whether some
mental representations are abstract and amodal, rather than tied to specific perceptual
systems. Nonetheless, the basic conception of biological information processing as
some form of computation continues to guide psychological theories of the represen-
tation and processing of information.

See alSOANALOGY; BARTLETT, FREDERICK, BEHAVIORISM; BINDING PROBLEM

BROADBENT, DONALD; COGNITIVE ARCHITECTURE COGNITIVE MAPS; COMPUTA-
TIONAL THEORY OF MIND; EBBINGHAUS, HERMANN; EVOLUTIONARY PSYCHOLOGY,
GESTALT PERCEPTION GESTALT PSYCHOLOGY, GIBSON, JAMES, HEBB, DONALD;
HELMHOLTZ, HERMANN VON; IMAGERY; INTROSPECTION JAMES, WILLIAM ; LURIA,
ALEXSANDR ROMANOVICH; MOTOR CONTROL, MOTOR LEARNING; NEURAL NET-
WORKS, NEWELL, ALAN; PIAGET, JEAN; PROBLEM SOLVING; PRODUCTION SYSTEMS
PSYCHOPHYSICS SCHEMATA; SCIENTIFIC THINKING AND ITS DEVELOPMENT, SELF,
SIMILARITY ; TURING, ALAN ; VYGOTSKY, LEV; WORKING MEMORY; WUNDT, WILHELM

3 The Science of Information Processing

In broad strokes, an intelligent organism operates in a perception-action cycle
(Neisser 1967), taking in sensory information from the environment, performing
internal computations on it, and using the results of the computation to guide the
selection and execution of goal-directed actions. The initial sensory input is provided
by separate sensory systems, including smell, taste, haptic perception, and audition.
The most sophisticated sensory system in primates is visioM(@B&e&EVEL VISION;
HIGH-LEVEL VISION), which includes complex specialized subsystem®#emH PER
CEPTION SHAPEPERCEPTION LIGHTNESSPERCEPTION andCOLOR VISION.

The interpretation of sensory inputs begins WHATURE DETECTORSthat respond
selectively to relatively elementary aspects of the stimulus (e.g., lines at specific orienta-
tions in the visual field, or phonetic cues in an acoustic speech signal). Some basic prop-
erties of the visual system result in systematic misperceptionsJsroNs. TOP-DOWN
PROCESSINGN VISION serves to integrate the local visual input with the broader context
in which it occurs, including prior knowledge stored in memory. Theorists working in
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the tradition of Gibson emphasize that a great deal of visual information may be pro-
vided by higher-order features that become available to a perceiver moving freely in a
natural environment, rather than passively viewing a static imnage¢SeeGICAL PSY-
CHOLOGY). In their natural context, both perception and action are guided byrbs-
DANCES of the environment: properties of objects that enable certain uses (e.g., the
elongated shape of a stick may afford striking an object otherwise out of reach).

Across all the sensory systems, psychophysics methods are used to investigate the
guantitative functions relating physical inputs received by sensory systems to subjec-
tive experience (e.g., the relation between luminance and perceived brightness, or
between physical and subjective weigIstisNAL DETECTION THEORY provides a sta-
tistical method for measuring how accurately observers can distinguish a signal from
noise under conditions of uncertainty (i.e., with limited viewing time or highly similar
alternatives) in a way that separates the signal strength received from possible
response bias. In addition to perceiving sensory information about objects at locations
in space, animals perceive and record information about timgi{&eeN THE MIND).

Knowledge about both space and time must be integrated to provide the capability
for animal andHUMAN NAVIGATION in the environment. Humans and other animals
are capable of forming sophisticated representations of spatial relations integrated as
COGNITIVE MAPS. Some more central mental representations appear to be closely tied
to perceptual systems. Humans use various forms of imagery based on visual, audi-
tory and other perceptual systems to perform internal mental processes s&sh as
TAL ROTATION. The close connection betwe®mCTORIAL ART AND VISION also
reflects the links between perceptual systems and more abstract cognition.

A fundamental property of biological information processing is that it is capacity-
limited and therefore necessarily selective. Beginning with the seminal work of
Broadbent, a great deal of work in cognitive psychology has focused on the role of
attention in guiding information processing. Attention operates selectively to deter-
mine what information is received by the senses, as in the c&y& 6fOVEMENTS
AND VISUAL ATTENTION, and also operates to direct more central information process-
ing, including the operation of memory. The degree to which information requires
active attention or memory resources varies, decreasing wWitRUI@MATICITY of
the required processing.

Modern conceptions of memory maintain some version of William James’s basic
distinction between primary and secondary memory. Primary memory is now usually
called WORKING MEMORY, which is itself subdivided into multiple stores involving
specific forms of representation, especially phonological and visuospatial codes.
Working memory also includes a central executive, which provides attentional
resources for strategic management of the cognitive processes involved in problem
solving and other varieties of deliberative thought. Secondary or long-term memory is
also viewed as involving distinct subsystems, particulaAWODIC VS. SEMANTIC
MEMORY. Each of these subsystems appears to be specialized to perform one of the
two basic functions of long-term memory. One function is to store individuated repre-
sentations of “what happened when” in specific contexts (episodic memory); a second
function is to extract and store generalized representations of “the usual kind of thing”
(semantic memory). Another key distinction, related to different types of memory
measures, is betwe@PLICIT VS. EXPLICIT MEMORY. In explicit tests (typically recall
or recognition tests), the person is aware of the requirement to access memory. In con-
trast, implicit tests (such as completing a word stem, or generating instances of a cate-
gory) make no reference to any particular memory episode. Nonetheless, the influence
of prior experiences may be revealed by the priming of particular responses (e.g., if
the word “crocus” has recently been studied, the person is more likely to generate
“crocus” when asked to list flowers, even if they do not explicitly remember having
studied the word). There is evidence that implicit and explicit knowledge are based on
separable neural systems. In particular, forms of amnesia caused by damage to the
hippocampus and related structures typically impair explicit memory for episodes, but
not implicit memory as revealed by priming measures.

A striking part of human cognition is the ability to speak and comprehend lan-
guage. The psychological study of language, or psycholinguistics, has a close rela-



Psychology xlvii

tionship to work in linguistics and AIANGUAGE ACQUISITION. The complex formal
properties of language, together with its apparent ease of acquisition by very young
children, have made it the focus of debates about the extent and natare/m in
cognition. COMPUTATIONAL PSYCHOLINGUISTICS is concerned with modeling the
complex processes involved in language use. In modern cultures that have achieved
LITERACY with the introduction of written forms of language, the procesEabING

lies at the interface of psycholinguistics, perception, and memory retrieval. The inti-
mate relationship between language and thought, and between language and human
concepts, is widely recognized but still poorly understood. The us&TPHOR in
language is related to other symbolic processes in human cognition, particularly
ANALOGY andCATEGORIZATION.

One of the most fundamental aspects of biological intelligence is the capacity to
adaptively alter behavior. It has been clear at least from the time of William James that
the adaptiveness of human behavior and the ability to acB¥®RERTISEIn diverse
domains is not generally the direct product of innate predispositions, but rather the
result of adaptive problem solving amdARNING SYSTEMS that operate over the
lifespan. Both production systems and neural networks provide computational models
of some aspects of learning, although no model has captured anything like the full
range of human learning capacities. Humans as well as some other animals are able to
learn byIMITATION, for example, translating visual information about the behavior of
others into motor routines that allow the observer/imitator to produce comparable
behavior. Many animal species are able to acquire expectancies about the environment
and the consequences of the individual's actions on the basisiDITIONING, which
enables learning of contingencies among events and actions.

Conditioning appears to be a primitive form of causal induction, the process by
which humans and other animals learn about the cause-effect structure of the world.
Both causal knowledge and similarity relations contribute to the process of categoriza-
tion, which leads to the development of categories and concepts that serve to organize
knowledge. People act as if they assume the external appearances of category mem-
bers are caused by hidden (and often unknown) internal properties (e.g., the appear-
ance of an individual dog may be attributed to its internal biology), an assumption
sometimes termed psychologiGHSENTIALISM

There are important developmental influences that leatotaCEPTUAL CHANGE
over childhood. These developmental aspects of cognition are particularly important in
understandingCIENTIFIC THINKING AND ITS DEVELOPMENT. Without formal schooling,
children and adults arrive at systematic beliefs that comsis€ MATHEMATICS and
NAIVE PHYSICS Some of these beliefs provide the foundations for learning mathematics
and physics in formabUCATION, but some are misconceptions that can impede learn-
ing these topics in school (see al8ND EDUCATION). Young children are prone to
ANIMISM, attributing properties of people and other animals to plants and nonliving
things. Rather than being an aberrant form of early thought, animism may be an early
manifestation of the use aNALOGY to make inferences and learn new cognitive struc-
tures. Analogy is the process used to find systematic structural correspondences
between a familiar, well-understood situation and an unfamiliar, poorly understood one,
and then using the correspondences to draw plausible inferences about the less familiar
case. Analogy, along with hypothesis testing and evaluation of competing explanations,
plays a role in the discovery of new regularities and theories in science.

In its more complex forms, learning is intimately connected to thinking and reason-
ing. Humans are not only able to think, but also to tlabkuttheir own cognitive
processes, resulting METACOGNITION. They can also form higher-level representa-
tions, termedIETAREPRESENTATION There are major individual differences in intelli-
gence as assessed by tasks that require abstract thinking. Similarly, people differ in
their CREATIVITY in finding solutions to problems. Various neural disorders, such as
forms of MENTAL RETARDATION and AUTISM, can impair or radically alter normal
thinking abilities. Some aspects of thinking are vulnerable to disruption in later life
due to the links betweexGING AND COGNITION.

Until the last few decades, the psychologypabuCTIVE REASONING was domi-
nated by the view that human thinking is governed by formal rules akin to those used



xlviii Psychology

in LOGIC. Although some theorists continue to argue for a role for formal, content-free
rules in reasoning, others have focused on the importance of content-specific rules.
For example, people appear to have specialized procedures for reasoning about broad
classes of pragmatically important tasks, such as understanding social relations or
causal relations among events. Such pragmatic reasoning schemas (Cheng and
Holyoak 1985) enable people to derive useful inferences in contexts related to impor-
tant types of recurring goals. In addition, both deductive and inductive inferences may
sometimes be made using various typegeNTAL MODELS, in which specific possi-

ble cases are represented and manipulated (seeA8&BASED REASONING AND
ANALOGY).

Much of human inference depends not on deduction, but on indesaaBILIS-

TIC REASONING under conditions aiNCERTAINTY. Work by researchers such/asos
TVERSKY and Daniel Kahneman has shown that everyday inductive reasoning and
decision making is often based on simpl®GMENT HEURISTICS related to ease of
memory retrieval (thavailability heuristic) and degree of similarity (thepresenta-
tivenessheuristic). Although judgment heuristics are often able to produce fast and
accurate responses, they can sometimes lead to errors of prediction (e.g., conflating
the subjective ease of remembering instances of a class of events with their objective
frequency in the world).

More generally, the impressive power of human information processing has appar-
ent limits. People all too often take actions that will not achieve their intended ends,
and pursue short-term goals that defeat their own long-term interests. Some of these
mistakes arise from motivational biases, and others from computational limitations
that constrain human attention, memory, and reasoning processes. Although human
cognition is fundamentally adaptive, we have no reason to suppose that “all’'s for the
best in this best of all possible minds.”
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Neurosciences

Thomas D. Albright and Helen J. Neville

1 Cognitive Neuroscience

The term alone suggests a field of study that is pregnant and full of promise. It is a
large field of study, uniting concepts and techniques from many disciplines, and its
boundaries are rangy and often loosely defined. At the heart of cognitive neuro-
science, however, lies the fundamental question of knowledge and its representation
by the brain—a relationship characterized not inappropriatelyvibyiaAM JAMES
(1842-1910) as “the most mysterious thing in the world” (James 1890 vol. 1, 216).
Cognitive neuroscience is thus a science of information processing. Viewed as such,
one can identify key experimental questions and classical areas of study: How is infor-
mation acquired (sensation), interpreted to confer meaning (perception and recogni-
tion), stored or modified (learning and memory), used to ruminate (thinking and
consciousness), to predict the future state of the environment and the consequences of
action (decision making), to guide behavior (motor control), and to communicate (lan-
guage)? These questions are, of course, foundational in cognitive science generally,
and it is instructive to consider what distinguishes cognitive neuroscience from cogni-
tive science and psychology, on the one hand, and the larger field of neuroscience, on
the other.

The former distinction is perhaps the fuzzier, depending heavily as it does upon
how one defines cognitive science. A neurobiologist might adopt the progressive
(or naive) view that the workings of the brain are the subject matter of both, and
the distinction is therefore moot. But this view evidently has not prevailed (wit-
ness the fact that neuroscience is but one of the subdivisions of this volume);
indeed the field of cognitive science was founded upon and continues to press the
distinction between software (the content of cognition) and hardware (the physical
stuff, for example, the brain) upon which cognitive processes are implemented.
Much has been written on this topic, and one who pokes at the distinction too hard
is likely to unshelve as much dusty political discourse as true science. In any case,
for present purposes, we will consider both the biological hardware and the extent
to which it constrains the software, and in doing so we will discuss answers to the
guestions of cognitive science that are rooted in the elements of biological sys-
tems.

The relationship between cognitive neuroscience and the umbrella of modern neu-
roscience is more straightforward and less embattled. While the former is clearly a
subdivision of the latter, the questions of cognitive neuroscience lie at the root of
much of neuroscience’s turf. Where distinctions are often made, they arise from the
fact that cognitive neuroscience is a functional neuroscience—particular structures
and signals of the nervous system are of interest inasmuch as they can be used to
explain cognitive functions.

There being many levels of explanation in biological systems—ranging from cellu-
lar and molecular events to complex behavior—a key challenge of the field of cogni-
tive neuroscience has been to identify the relationships between different levels and
the train of causality. In certain limited domains, this challenge has met with spectac-
ular success; in others, it is clear that the relevant concepts have only begun to take
shape and the necessary experimental tools are far behind. Using examples drawn
from well-developed areas of research, such as vision, memory, and language, we
illustrate concepts, experimental approaches, and general principles that have
emerged—and, more specifically, how the work has answered many of the informa-
tion processing questions identified above. Our contemporary view of cognitive neu-
roscience owes much to the heights attained by our predecessors; to appreciate the
state of this field fully, it is useful to begin with a consideration of how we reached
this vantage point.

See alSGAMES, WILLIAM
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2 Origins of Cognitive Neuroscience

Legend has it that the term “cognitive neuroscience” was coined by George A.
Miller—the father of modern cognitive psychology—in the late 1970s over cocktails
with Michael Gazzaniga at the Rockefeller University Faculty Club. That engaging
tidbit of folklore nevertheless belies the ancient history of this pursuit. Indeed, identi-
fication of the biological structures and events that account for our ability to acquire,
store, and utilize knowledge of the world was one of the earliest goals of empirical
science. The emergence of the interdisciplinary field of cognitive neuroscience that
we know today, which lies squarely at the heart of twentieth-century neuroscience,
can thus be traced from a common stream in antiquity, with many tributaries converg-
ing in time as new concepts and techniques have evolved (Boring 1950).

Localization of Function

The focal point of the earliest debates on the subject—and a topic that has remained
a centerpiece of cognitive neuroscience to the present day—is localization of the
material source of psychological functions. With Aristotle as a notable exception
(he thought the heart more important), scholars of antiquity rightly identified the
brain as the seat of intellect. Relatively little effort was made to locafieeific
mental functions tgarticular brain regions until the latter part of the eighteenth
century, when the anatomist Franz Josef Gall (1758-1828) unleashed the science of
phrenology. Although flawed in its premises, and touted by charlatans, phrenology
focused attention on theEREBRAL CORTEX and brought the topic of localization of
function to the forefront of an emerging nineteenth century physiology and psy-
chology of mind (Zola-Morgan 1995). The subsequearS8TORY OF CORTICAL
LOCALIZATION of function (Gross 1994a) is filled with colorful figures and weighty
confrontations between localizationists and functional holists (antilocalizationists).
Among the longest shadows is that casphyL BROCA (1824-1880), who in 1861
reported that damage to a “speech center” in the left frontal lobe resulted in loss of
speech function, and was thus responsible for the first widely cited evidence for
localization of function in the cerebral cortex. An important development of a quite
different nature came in the form of the Bell-Magendie law, discovered indepen-
dently in the early nineteenth century by the physiologists Sir Charles Bell (1774—
1842) and Francois Magendie (1783-1855). This law identified the fact that sen-
sory and motor nerve fibers course through different roots (dorsal and ventral,
respectively) of the spinal cord. Although far from the heavily contested turf of the
cerebral cortex, the concept of nerve specificity paved the way for the publication
in 1838 by Johannes Muller (1801-1858) of the law of specific nerve energies,
which included among its principles the proposal that nerves carrying different
types of sensory information terminate in distinct brain loci, perhaps in the cerebral
cortex.

Persuasive though the accumulated evidence seemed at the dawn of the twentieth
century, the debate between localizationists and antilocalizationists raged on for
another three decades. By this time the chief experimental tool had become the
“lesion method,” through which the functions of specific brain regions are inferred
from the behavioral or psychological consequences of loss of the tissue in question
(either by clinical causes or deliberate experimental intervention). A central player
during this period was the psychologi$iRL SPENCERLASHLEY (1890—1958)—often
inaccurately characterized as professing strong antilocalizationist beliefs, but best
known for the concept of equipotentiality and the law of mass action of brain func-
tion. Lashley’s descendants include several generations of flag bearers for the local-
izationist front—Carlyle Jacobsen, John Fulton, Karl Pribram, Mortimer Mishkin,
Lawrence Weiskrantz, and Charles Gross, among others—who established footholds
for our present understanding of the cognitive functions of the frontal and temporal
lobes.

These later efforts to localize cognitive functions using the lesion method were
complemented by studies of the effects of electrical stimulation of the human brain on
psychological states. The use of stimulation as a probe for cognitive function followed
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its more pragmatic application as a functional brain mapping procedure executed in
preparation for surgical treatment of intractable epilepsy. The neurosungenER
PENFIELD (1891-1976) pioneered this approach in the 1930s at the legendary Mont-
real Neurological Institute and, with colleagues Herbert Jasper and Brenda Milner,
subsequently began to identify specific cortical substrates of language, memory, emo-
tion, and perception.

The years of the mid-twentieth century were quarrelsome times for the expanding
field of psychology, which up until that time had provided a home for much of the
work on localization of brain function. It was from this fractious environment, with
inspiration from the many successful experimental applications of the lesion method
and a growing link to wartime clinical populations, that the field of neuropsychology
emerged—and with it the wagons were drawn up around the first science explicitly
devoted to the relationship between brain and cognitive function. Early practitioners
included the great Russian neuropsychologiSEKSANDR ROMANOVICH LURIA
(1902-1977) and the American behavioral neurolagtstMAN GESCHWIND (1926—

1984), both of whom promoted the localizationist cause with human case studies and
focused attention on the role of connections between functionally specific brain
regions. Also among the legendary figures of the early days of neuropsychology was
HANS-LUKAS TEUBER (1916-1977). Renowned scientifically for his systematization of
clinical neuropsychology, Teuber is perhaps best remembered for having laid the cra-
dle of modern cognitive neuroscience in the 1960s MIT Psychology Department,
through his inspired recruitment of an interdisciplinary faculty with a common inter-
est in brain structure and function, and its relationship to complex behavior (Gross
1994b).

See als®ROCA, PAUL; CEREBRAL CORTEX, CORTICAL LOCALIZATION,, HISTORY OF;
GESCHWIND, NORMAN; LASHLEY, KARL SPENCER LURIA, ALEXANDER ROMANOVICH;
PENFIELD, WILDER; TEUBER HANS-LUKAS

Neuron Doctrine

Although the earliest antecedents of modern cognitive neuroscience focused by neces-
sity on the macroscopic relationship between brain and psychological function, the
last 50 years have seen a shift of focus, with major emphasis placed upon local neu-
ronal circuits and the causal link between the activity of individual cells and behavior.
The payoff has been astonishing, but one often takes for granted the resolution of
much hotly debated turf. The debates in question focused on the elemental units of
nervous system structure and function. We accept these matter-of-factly to be special-
ized cells known asEURONS but prior to the development of techniques to visualize
cellular processes, their existence was mere conjecture. Thus the two opposing views
of the nineteenth century were reticular theory, which held that the tissue of the brain
was composed of a vast anastomosing reticulum, and neuron theory, which postulated
neurons as differentiated cell types and the fundamental unit of nervous system func-
tion. The ideological chasm between these camps ran deep and wide, reinforced by
ties to functional holism in the case of reticular theory, and localizationism in the case
of neuron theory. The deadlock broke in 1873 whemiLLO GOLGI (1843-1926)
introduced a method for selective staining of individual neurons using silver nitrate,
which permitted their visualization for the first time. (Though this event followed the
discovery of the microscope by approximately two centuries, it was the Golgi
method’s complete staining of a minority of neurons that enabled them to be distin-
guished from one another.) In consequence, the neuron doctrine was cast, and a grand
stage was set for studies of differential cellular morphology, patterns of connectivity
between different brain regions, biochemical analysis, and, ultimately, electrophysio-
logical characterization of the behavior of individual neurons, their synaptic interac-
tions, and relationship to cognition.

Undisputedly, the most creative and prolific applicant of the Golgi technique was
the Spanish anatomiSBNTIAGO RAMON Y CAJAL (1852-1934), who used this new
method to characterize the fine structure of the nervous system in exquisite detail.
Cajal’s efforts yielded a wealth of data pointing to the existence of discrete neuronal
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elements. He soon emerged as a leading proponent of the neuron doctrine and subse-
guently shared the 1906 Nobel Prize in physiology and medicine with Camillo Golgi.
(Ironically, Golgi held vociferously to the reticular theory throughout his career.)

Discovery of the existence of independent neurons led naturally to investigations of
their means of communication. The fine-scale stereotyped contacts between neurons
were evident to Ramén y Cajal, but it was Sir Charles Scott Sherrington (1857-1952)
who, at the turn of the century, applied the term “synapses” to label them. The trans-
mission of information across synapses by chemical means was demonstrated experi-
mentally by Otto Loewi (1873-1961) in 1921. The next several decades saw an
explosion of research on the nature of chemical synaptic transmission, including the
discovery of countless putatikeUROTRANSMITTERSand their mechanisms of action
through receptor activation, as well as a host of revelations regarding the molecular
events that are responsible for and consequences of neurotransmitter release. These
findings have provided a rich foundation for our present understanding of how neu-
rons compute and store information about the world ¢e@&UTING IN SINGLE NEU-

RONS).

The ability to label neurons facilitated two other noteworthy developments bearing
on the functional organization of the brain: (1) cytoarchitectonics, which is the use of
coherent regional patterns of cellular morphology in the cerebral cortex to identify
candidates for functional specificity; and (2) neuroanatomical tract tracing, by which
the patterns of connections between and within different brain regions are established.
The practice of cytoarchitectonics began at the turn of the century and its utility was
espoused most effectively by the anatomists Oscar Vogt (1870-1950), Cecile Vogt
(1875-1962), and Korbinian Brodmann (1868-1918). Cytoarchitectonics never fully
achieved the functional parcellation that it promised, but clear histological differences
across the cerebral cortex, such as those distinguishing primary visual and motor cor-
tices from surrounding tissues, added considerable reinforcement to the localizationist
camp.

By contrast, the tracing of neuronal connections between different regions of the
brain, which became possible in the late nineteenth century with the development of a
variety of specialized histological staining techniques, has been an indispensable
source of knowledge regarding the flow of information through the brain and the hier-
archy of processing stages. Recent years have seen the emergence of some remarkable
new methods for tracing individual neuronal processes and for identifying the physio-
logical efficacy of specific anatomical connections (Callaway 1998), the value of
which is evidenced most beautifully by studies of¢BeL TYPESAND CONNECTIONS
IN THE VISUAL CORTEX

The neuron doctrine also paved the way for an understanding of the information
represented by neurons via their electrical properties, which has become a cornerstone
of cognitive neuroscience in the latter half of the twentieth century. The electrical
nature of nervous tissue was well known (yet highly debated) by the beginning of the
nineteenth century, following advancement of the theory of “animal electricity” by
Luigi Galvani (1737-1798) in 1791. Subsequent work by Emil du Bois-Reymond
(1818-1896), Carlo Matteucci (1811-1862), &ERMANN LUDWIG FERDINAND VON
HELMHOLTZ (1821-1894) established the spreading nature of electrical potentials in
nervous tissue (nerve conduction), the role of the nerve membrane in maintaining and
propagating an electrical charge (“wave of negativity”), and the velocity of nervous
conduction. It was in the 1920s that Lord Edgar Douglas Adrian (1889-1977), using
new cathode ray tube and amplification technology, developed the means to record
“action potentials” from single neurons. Through this means, Adrian discovered the
“all-or-nothing property” of nerve conduction via action potentials and demonstrated
that action potentiafrequencyis the currency of information transfer by neurons.
Because of the fundamental importance of these discoveries, Adrian shared the 1932
Nobel Prize in physiology and medicine with Sherrington. Not long afterward, the
Finnish physiologist Ragnar Granit developed techniques for recording neuronal
activity using electrodes placed on the surface of the skin (Granit discovered the elec-
troretinogram, or ERG, which reflects large-scale neuronal activity irREmenA).

These techniques became the foundation for non-invasive measurements of brain
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activity (SeeELECTROPHYSIOLOGY ELECTRIC AND MAGNETIC EVOKED FIELDS), which
have played a central role in human cognitive neuroscience over the past 50 years.

With technology forSINGLE-NEURON RECORDING and large-scale electrophysiol-
ogy safely in hand, the mid-twentieth century saw a rapid proliferation of studies of
physiological response properties in the central nervous system. Sensory processing
and motor control emerged as natural targets for investigation, and major emphasis
was placed on understanding (1) the topographic mapping of the sensory or motor
field onto central target zones (such as the retinotopic mapping in primary visual cor-
tex), and (2) the specific sensory or motor events associated with changes in frequency
of action potentials. Although some of the earliest and most elegant research was
directed at the peripheral auditory system—culminating with Georg von Bekesy’s
(1889-1972) physical model of cochlear function and an understanding of its influ-
ence ONAUDITORY PHYSIOLOGY—it is the visual system that has become the model
for physiological investigations of information processing by neurons.

The great era of single-neuron studies of visual processing began in the 1930s with
the work of Haldan Keffer Hartline (1903-1983), whose recordings from the eye of
the horseshoe crahifnulug led to the discovery of neurons that respond when stim-
ulated by light and detect differences in the patterns of illumination (i.e., contrast;
Hartline, Wagner, and MacNichol 1952). It was for this revolutionary advance that
Hartline became a corecipient of the 1967 Nobel Prize in physiology and medicine
(together with Ragnar Granit and George Wald). Single-neuron studies of the mam-
malian visual system followed in the 1950s, with the work of Steven Kuffler (1913
1980) and Horace Barlow, who recorded from retinal ganglion cells. This research led
to the development of the concept of the center-surround receptive field and high-
lighted the key role of spatial contrast detection in early vision (Kuffler 1953). Subse-
guent experiments by Barlow and Jerome Lettvin, among others, led to the discovery
of neuronaFEATURE DETECTORSfor behaviorally significant sensory inputs. This set
the stage for the seminal work of David Hubel and Torsten Wiesel, whose physiologi-
cal investigations of visual cortex, beginning in the late 1950s, profoundly shaped our
understanding of the relationship between neuronal and sensory events (Hubel and
Wiesel 1977).

See alsAUDITORY PHYSIOLOGY; CAJAL, SANTIAGO RAMON Y; COMPUTINGIN SIN-
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Sensation, Association, Perception, and Meaning

The rise of neuroscience from its fledgling origins in the nineteenth century was par-
alleled by the growth of experimental psychology and its embracement of sensation
and perception as primary subject matter. The origins of experimental psychology as a
scientific discipline coincided, in turn, with the convergence and refinement of views
on the nature of the difference between sensation and perception. These views, which
began to take their modern shape with the concept of “associationism” in the empiri-
cist philosophy of John Locke (1632-1704), served to focus attention on the extrac-
tion of meaning from sensory events and, not surprisingly, lie at the core of much
twentieth century cognitive neuroscience.

The proposition that things perceived cannot reflect directly the material of the
external world, but rather depend upon the states of the sense organs and the interme-
diary nerves, is as old as rational empiricism itself. Locke’s contribution to this topic
was simply thatneaning—knowledge of the world, functional relations between sen-
sations, ne@erception—is born from an association of “ideas,” of which sensation
was the primary source. The concept was developed further by George Berkeley
(1685—-1753) in his “theory of objects,” according to which a sensation has meaning—
that is, a reference to an external material source—only via the context of its relation-
ship to other sensations. This associationism was a principal undercurrent of Scottish
and English philosophy for the next two centuries, the concepts refined and the debate
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further fueled by the writings of James Mill and, most particularly, John Stuart Mill. It
was the latter who defined the “laws of association” between elemental sensations,
and offered the useful dictum that perception is the belief in the “permanent possibili-
ties of sensation.” By so doing, Mill bridged the gulf between the ephemeral quality
of sensations and the permanence of objects and our experience of them: it is the link
between present sensations and those known to be possible (from past experience)
that allows us to perceive the enduring structural and relational qualities of the exter-
nal world.

In the mid-nineteenth century the banner of associationism was passed from phi-
losophy of mind to the emerging German school of experimental psychology, which
numbered among its masters Gustav Fechner (1801-1887), HelmkinkELMm
WUNDT (1832-1920), and the English-American disciple of that tradition Edward
Titchener (1867-1927). Fechner’s principal contribution in this domain was the intro-
duction of a systematic scientific methodology to a topic that had before that been
solely the province of philosophers and a target of introspection. FecBlarisnts
of Psychophysicqublished in 1860, founded an “exact science of the functional rela-
tionship . . . between body and mind,” based on the assumption that the relationship
between brain and perception could be measured experimentally as the relationship
between a stimulus and the sensation it gives risestacHOPHYSICSthus provided
the new nineteenth-century psychology with tools of a rigorous science and has subse-
guently become a mainstay of modern cognitive neuroscience. It was during this
move toward quantification and systematization that Helmholtz upheld the prevailing
associationist view of objects as sensations bound together through experience and
memory, and he advanced the conceptirafonscious inferenc® account for the
attribution of perceptions to specific environmental causes. Wundt pressed further
with the objectification and deconstruction of psychological reality by spelling out the
concept—implicit in the manifestoes of his associationist predecessors—of element-
ism. Although Wundt surely believed that the meaning of sensory events lay in the
relationship between them, elementism held that any complex association of sensa-
tions—any perception—was reducible to the sensory elements themselves. Titchener
echoed the Wundtian view and elaborated upon the critical role of context in the asso-
ciative extraction of meaning from sensation.

It was largely in response to this doctrine of elementism, its spreading influence,
and its corrupt reductionistic account of perceptual experienceGHEIALT PSY-
CHOLOGY was born in the late nineteenth century. In simplest terms, the Gestalt theo-
rists, led by the venerable trio of Max Wertheimer (1880-1943), Wolfgang Kohler
(1887-1967), and Kurt Koffka (1886-1941), insisted—and backed up their insistence
with innumerable compelling demonstrations—that our phenomenal experience of
objects, which includes an appreciation of their meanings and functions, is not gener-
ally reducible to a set of elemental sensations and the relationships between them.
Moreover, rather than accepting the received wisdom that perception amounts to an
inference about the world drawn from the associations between sensations, the Gestalt
theorists held the converse to be true: perception is native experience and efforts to
identify the underlying sensory elements are necessarily inferential (Koffka 1935). In
spite of other flaws and peculiarities of the broad-ranging Gestalt psychology, this
holistic view of perception, its distinction from sensation, and the nature of meaning,
has become a central theme of modern cognitive neuroscience.

At the time the early associationist doctrine was being formed, there emerged a
physiological counterpart in the form of Johannes Muller's (1801-1858) law of spe-
cific nerve energies, which gave rise in turn to the concept of specific fiber energies,
and, ultimately, our twentieth-century receptive fields and feature detectors. Muller’s
law followed, intellectually as well as temporally, the Bell-Magendie law of distinct
sensory and motor spinal roots, which set a precedent for the concept of specificity of
nerve action. Muller’s law was published in his 1838ndbook of Physiologgnd
consisted of several principles, those most familiar being the specificity of the sensory
information (Muller identified five kinds) carried by different nerves and the specific-
ity of the site of termination in the brain (a principle warmly embraced by functional
localizationists of the era). For present discussion, the essential principle is that “the
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immediate objects of the perception of our senses are merely particular states induced
in the nerves, and felt as sensations either by the nerves themselves or by the senso-
rium” (Boring 1950). Muller thus sidestepped the ancient problem of the mind's
access to the external world by observing that all it can hope to access is the state of its
sensory nerves. Accordingly, perception of the external world is a consequence of the
stable relationship between external stimuli and nerve activation, and—tailing the
associationist philosophers—meaning is granted by the associative interactions
between nerves carrying different types of information. The concept was elaborated
further by Helmholtz and others to address the different submodalities (e.g., color vs.
visual distance) and qualities (e.g., red vs. green) of information carried by different
fibers, and is a tenet of contemporary sensory neurobiology and cognitive neuro-
science. The further implications of associationism for an understanding of the neu-
ronal basis of perception—or, more precisely, of functional knowledge of the world—
are profound and, as we shall see, many of the nineteenth-century debates on the topic
are being replayed in the courts of modern single-neuron physiology.

See alsGESTALT PSYCHOLOGY, PSYCHOPHYSICSWUNDT, WILHELM

3 Cognitive Neuroscience Today

And so it was from these ancient but rapidly converging lines of inquiry, with the
blush still on the cheek of a young cognitive science, that the modern era of cognitive
neuroscience began. The field continues to ride a groundswell of optimism borne by
new experimental tools and concepts—particularly single-cell electrophysiology,
functional brain imaging, molecular genetic manipulations, and neuronal computa-
tion—and the access they have offered to neuronal operations underlying cognition.
The current state of the field and its promise of riches untapped can be summarized
through a survey of the processes involved in the acquisition, storage, and use of
information by the nervous system: sensation, perception, decision formation, motor
control, memory, language, emotions, and consciousness.

Sensation

We acquire knowledge of the world through our senses. Not surprisingly, sensory pro-
cesses are among the most thoroughly studied in cognitive neuroscience. Systematic
explorations of these processes originated in two domains. The first consisted of
investigations of the physical nature of the sensory stimuli in question, such as the
wave nature of light and sound. Sir Isaac Newton'’s (1642-1@p#ksis an exem-

plar of this approach. The second involved studies of the anatomy of the peripheral
sense organs, with attention given to the manner in which anatomical features pre-
pared the physical stimulus for sensory transduction. Von Bekesy’s beautiful studies
of the structural features of the cochlea and the relation of those features to the neu-
ronal frequency coding of sound is a classic example (for which he was awarded the
1961 Nobel Prize in physiology and medicine). Our present understanding of the neu-
ronal bases of sensation was further enabled by three major developments: (1) estab-
lishment of the neuron doctrine, with attendant anatomical and physiological studies
of neurons; (2) systematization of behavioral studies of sensation, made possible
through the development of psychophysics; and (3) advancement of sophisticated the-
ories of neuronal function, as embodied by the disciplin@oafPUTATIONAL NEURO-

SCIENCE For a variety of reasons, vision has emerged as the model for studies of
sensory processing, although many fundamental principles of sensory processing are
conserved across modalities.

Initial acquisition of information about the world, by all sensory modalities, begins
with a process known as transduction, by which forms of physical energy (e.g., pho-
tons) alter the electrical state of a sensory neuron. In the case of vision, phototrans-
duction occurs in theeTINA, which is a specialized sheet-like neural network with a
regular repeating structure. In addition to its role in transduction, the retina also func-
tions in the initial detection of spatial and temporal contrast (Enroth-Cugell and Rob-
son 1966; Kaplan and Shapley 1986) and contains specialized neurons that subserve
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COLOR VISION (see als@OLOR NEUROPHYSIOLOGYOF). The outputs of the retina are
carried by a variety of ganglion cell types to several distinct termination sites in the
central nervous system. One of the largest projections forms the “geniculostriate”
pathway, which is known to be critical for normal visual function in primates. This
pathway ascends to the cerebral cortex by way of the lateral geniculate nucleus of the
THALAMUS.

The cerebral cortex itself has been a major focus of study during the past forty
years of vision research (and sensory research of all types). The entry point for
ascending visual information is via primary visual cortex, otherwise known as striate
cortex or area V1, which lies on the posterior pole (the occipital lobe) of the cerebral
cortex in primates. The pioneering studies of V1 by Hubel and Wiesel (1977) estab-
lished the form in which visual information is represented by the activity of single
neurons and the spatial arrangement of these representations within the cortical man-
tle (“functional architecture”). With the development of increasingly sophisticated
techniques, our understanding of cortigeBUAL ANATOMY AND PHYSIOLOGY, and
their relationships to sensory experience, has been refined considerably. Several gen-
eral principles have emerged:

Receptive Field This is an operationally defined attribute of a sensory neuron, origi-
nally offered by the physiologist Haldan Keffer Hartline, which refers to the portion of
the sensory field that, when stimulated, elicits a change in the electrical state of the
cell. More generally, the receptive field is a characterization of the filter properties of
a sensory neuron, which are commonly multidimensional and include selectivity for
parameters such as spatial position, intensity, and frequency of the physical stimulus.
Receptive field characteristics thus contribute to an understanding of the information
represented by the brain, and are often cited as evidence for the role of a neuron in
specific perceptual and cognitive functions.

Contrast Detection The elemental sensory operation, that is, one carried out by all
receptive fields—is detection of spatial or temporal variation in the incoming signal. It
goes without saying that if there are no environmental changes over space and time,
then nothing in the input is worthy of detection. Indeed, under such constant conditions
sensory neurons quickly adapt. The result is a demonstrable loss of sensation—such as
“snow blindness”—that occurs even though there may be energy continually imping-
ing on the receptor surface. On the other hand, contrast along some sensory dimension
indicates a change in the environment, which may in turn be a call for action. All sen-
sory modalities have evolved mechanisms for detection of such changes.

Topographic Organization Representation of spatial patterns of activation within a
sensory field is a key feature of visual, auditory, and tactile senses, which serves the
behavioral goals of locomotor navigation and object recognition. Such representations
are achieved for these modalities, in part, by topographically organized neuronal
maps. In the visual system, for example, the retinal projection onto the lateral genicu-
late nucleus of the thalamus possesses a high degree of spatial order, such that neurons
with spatially adjacent receptive fields lie adjacent to one another in the brain. Similar
visuotopic maps are seen in primary visual cortex and in several successively higher
levels of processing (e.g., Gattass, Sousa, and Covey 1985). These maps are com-
monly distorted relative to the sensory field, such that, in the case of vision, the num-
bers of neurons representing the central portion of the visual field greatly exceed those
representing the visual periphery. These variations in “magnification factor” coincide
with (and presumably underlie) variations in the observer's resolving power and sensi-

tivity.

Modular and Columnar OrganizationThe proposal thatOLUMNS AND MODULES

form the basis for functional organization in the sensory neocortex is a natural exten-
sion of the nineteenth-century concept of localization of function. The 1970s and
1980s saw a dramatic rise in the use of electrophysiological and anatomical tools to
subdivide sensory cortices—particularly visual cortex—into distinct functional mod-
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ules. At the present time, evidence indicates that the visual cortex of monkeys is com-
posed of over thirty such regions, including the well-known and heavily studied areas
V1, V2,V3, V4, MT, and IT, as well as some rather more obscure and equivocal des-
ignations (Felleman and Van Essen 1991). These efforts to reveal order in heterogene-
ity have been reinforced by the appealing computational view (e.g., Marr 1982) that
larger operations (such as seeing) can be subdivided and assigned to dedicated task-
specific modules (such as ones devoted to visual motion or color processing, for
example). The latter argument also dovetails nicely with the nineteenth-century con-
cept of elementism, the coincidence of which inspired a fevered effort to identify
visual areas that process specific sensory “elements.” Although this view appears to
be supported by physiological evidence for specialized response properties in some
visual areas—such as a preponderance of motion-sensitive neurons in area MT
(Albright 1993) and color-sensitive neurons in area V4 (Schein and Desimone
1990)—the truth is that very little is yet known of the unique contributions of most
other cortical visual areas.

Modular organization of sensory cortex also occurs at a finer spatial scale, in the
form of regional variations in neuronal response properties and anatomical connec-
tions, which are commonly referred to as columns, patches, blobs, and stripes. The
existence of a column-like anatomical substructure in the cerebral cortex has been
known since the early twentieth century, following the work of Ramén y Cajal, Con-
stantin von Economo (1876-1931), and Rafael Lorente de No. It was the latter who
first suggested that this characteristic structure may have some functional significance
(Lorento de N6 1938). The concept of modular functional organization was later
expanded upon by the physiologist Vernon B. Mountcastle (1957), who obtained the
first evidence for columnar function through his investigations of the primate soma-
tosensory system, and offered this as a general principle of cortical organization. The
most well known examples of modular organization of the sort predicted by Mount-
castle are the columnar systems for contour orientation and ocular dominance discov-
ered in primary visual cortex in the 1960s by David Hubel and Torsten Wiesel (1968).
Additional evidence for functional columns and for the veracity of Mountcastle’s dic-
tum has come from studies of higher visual areas, such as area MT (Albright, Desi-
mone, and Gross 1984) and the inferior temporal cortex (Tanaka 1997). Other
investigations have demonstrated that modular representations are not limited to strict
columnar forms (Born and Tootell 1993; Livingstone and Hubel 1984) and can exist
as relatively large cortical zones in which there is a common feature to the neuronal
representation of sensory information (such as clusters of cells that exhibit a greater
degree of selectivity for color, for example).

The high incidence of columnar structures leads one to wonder why they exist. One
line of argument, implicit in Mountcastle’s original hypothesis, is based on the need
for adequate “coverage’—that is, nesting the representation of one variable (such as
preferred orientation of a visual contour) across changes in another (such as the topo-
graphic representation of the visual field)—which makes good computational sense
and has received considerable empirical support (Hubel and Wiesel 1977). Other
arguments include those based on developmental constraints (Swindale 1980; Miller
1994; Goodhill 1997) and computational advantages afforded by representation of
sensory features in a regular periodic structure ¢SB&PUTATIONAL NEUROANAT-
oMmY; Schwartz 1980).

Hierarchical Processing A consistent organizational feature of sensory systems is
the presence of multiple hierarchically organized processing stages, through which
incoming sensory information is represented in increasingly complex or abstract
forms. The existence of multiple stages has been demonstrated by anatomical studies,
and the nature of the representation at each stage has commonly been revealed
through electrophysiological analysis of sensory response properties. As we have seen
for the visual system, the first stage of processing beyond transduction of the physical
stimulus is one in which a simple abstraction of light intensity is rendered, namely a
representation of luminance contrast. Likewise, the outcome of processing in primary
visual cortex is, in part, a representation of image contours—formed, it is believed, by
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a convergence of inputs from contrast-detecting neurons at earlier stages (Hubel and
Wiesel 1962). At successively higher stages of processing, information is combined to
form representations of even greater complexity, such that, for example, at the pinna-
cle of the pathway for visual pattern processing—a visual area known as inferior tem-
poral (IT) cortex—individual neurons encode complex, behaviorally significant
objects, such as faces (¥@€E RECOGNITION).

Parallel Processing In addition to multiple serial processing stages, the visual sys-
tem is known to be organized in parallel streams. Incoming information of different
types is channeled through a varietyvt§UAL PROCESSINGSTREAMS such that the
output of each serves a unique function. This type of channeling occurs on several
scales, the grossest of which is manifested as multiple retinal projections (typically
six) to different brain regions. As we have noted, it is the geniculostriate projection
that serves pattern vision in mammals. The similarly massive retinal projection to the
midbrain superior colliculus (the “tectofugal” pathway) is known to play a role in ori-
enting response§CULOMOTOR CONTROL, andMULTISENSORY INTEGRATION. Other
pathways include a retinal projection to the hypothalamus, which contributes to the
entrainment of circadian rhythms by natural light cycles.

Finer scale channeling of visual information is also known to exist, particularly in
the case of the geniculostriate pathway (Shapley 1990). Both anatomical and physio-
logical evidence (Perry, Oehler, and Cowey 1984; Kaplan and Shapley 1986) from
early stages of visual processing support the existence of at least three subdivisions of
this pathway, known as parvocellular, magnocellular, and the more recently identified
koniocellular (Hendry and Yoshioka 1994). Each of these subdivisions is known to
convey a unique spectrum of retinal image information and to maintain that informa-
tion in a largely segregated form at least as far into the system as primary visual cortex
(Livingstone and Hubel 1988).

Beyond V1, the ascending anatomical projections fall into two distinct streams,
one of which descends ventrally into the temporal lobe, while the other courses dor-
sally to the parietal lobe. Analyses of the behavioral effects of lesions, as well as
electrophysiological studies of neuronal response properties, have led to the hypoth-
esis (Ungerleider and Mishkin 1982) that the ventral stream represents information
about form and the properties of visual surfaces (such as their calBXTJRE)—
and is thus termed the “what” pathway—while the dorsal stream represents infor-
mation regarding motion, distance, and the spatial relations between environmental
surfaces—the so-called “where” pathway. The precise relationship, if any, between
the early-stage channels (magno, parvo, and konio) and these higher cortical
streams has been a rich source of debate and controversy over the past decade, and
the answers remain far from clear (Livingstone and Hubel 1988; Merigan and
Maunsell 1993).

See als@OLOR NEUROPHYSIOLOGYOF; COLOR VISION; COLUMNS AND MODULES;
COMPUTATIONAL NEUROANATOMY; COMPUTATIONAL NEUROSCIENCE FACE RECOG
NITION; MULTISENSORY INTEGRATION; OCULOMOTOR CONTROL, RETINA; TEXTURE;
THALAMUS; VISUAL ANATOMY AND PHYSIOLOGY, VISUAL PROCESSINGSTREAMS

Perception

Perception reflects the ability to derive meaning from sensory experience, in the form
of information about structure and causality in the perceiver's environment, and of the
sort necessary to guide behavior. Operationally, we can distinguish sensation from
perception by the nature of the internal representations: the former encode the physi-
cal properties of the proximal sensory stimulus (the retinal image, in the case of
vision), and the latter reflect the world that likely gave rise to the sensory stimulus (the
visual scene). Because the mapping between sensory and perceptual events is never
unigue—multiple scenes can cause the same retinal image—perception is necessarily
an inference about the probable causes of sensation.

As we have seen, the standard approach to understanding the information repre-
sented by sensory neurons, which has evolved over the past fifty years, is to measure
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the correlation between a feature of the neuronal response (typically magnitude) and
some physical parameter of a sensory stimulus (such as the wavelength of light or the
orientation of a contour). Because the perceptual interpretation of a sensory event is
necessarily context-dependent, this approach alone is capable of revealing little, if
anything, about the relationship between neuronal events and perceptual state. There
are, however, some basic variations on this approach that have led to increased under-
standing of the neuronal bases of perception.

Experimental Approaches to the Neuronal Bases of Perception

Origins of a Neuron Doctrine for Perceptual Psychologhhe first strategy involves
evaluation of neuronal responses to visual stimuli that consist of complex objects of
behavioral significance. The logic behind this approach is that if neurons are found to
be selective for such stimuli, they may be best viewed as representing something of
perceptual meaning rather than merely coincidentally selective for the collection of
sensory features. The early studies of “bug detectors” in the frog visual system by
Lettvin and colleagues (Lettvin, MaturamaGCULLOCH, andpPITTS 1959) exemplify

this approach and have led to fully articulated views on the subject, including the
concept of the “gnostic unit” advanced by Jerzy Konorski (1967) and the “cardinal
cell” hypothesis from Barlow's (1972) classic “Neuron Doctrine for Perceptual Psy-
chology.” Additional evidence in support of this concept came from the work of
Charles Gross in the 1960s and 1970s, in the extraordinary form of cortical cells
selective for faces and hands (Gross, Bender, and Rocha-Miranda 1969; Desimone et
al. 1984). Although the suggestion that perceptual experience may be rooted in the
activity of single neurons or small neuronal ensembles has been decried, in part, on
the grounds that the number of possible percepts greatly exceeds the number of avail-
able neurons, and is often ridiculed as the “grandmother-cell” hypothesis, the evi-
dence supporting neuronal representations for visual patterns of paramount
behavioral significance, such as faces, is now considerable (Desimone 1991; Rolls
1992).

Although a step in the right direction, the problem with this general approach is
that it relies heavily upon assumptions about how the represented information is used.
If a cell is activated by a face, and only a face, then it seems likely that the cell contrib-
utes directly to the perceptually meaningful experience of face recognition rather than
simply representing a collection of sensory features (Desimone et al. 1984). To some,
that distinction is unsatisfactorily vague, and it is, in any case, impossible to prove that
a cellonly responds to a face. An alternative approach that has proved quite successful
in recent years is one in which an effort is made to directly relate neuronal and percep-
tual events.

Neuronal Discriminability Predicts Perceptual Discriminabilityn the last quarter

of the twentieth century, the marriage of single-neuron recording with visual psycho-
physics has yielded one of the dominant experimental paradigms of cognitive neuro-
science, through which it has become possible to explain behavioral performance on
a perceptual task in terms of the discriminative capacity of sensory neurons. The ear-
liest effort of this type was a study of tactile discrimination conducted by Vernon
Mountcastle in the 1960s (Mountcastle et al. 1967). In this study, thresholds for
behavioral discrimination performance were directly compared to neuronal thresh-
olds for the same stimulus set. A later study by Tolhurst, Movshon, and Dean (1983)
introduced techniques froSIGNAL DETECTION THEORY that allowed more rigorous
guantification of the discriminative capacity of neurons and thus facilitated neuronal-
perceptual comparisons. Several other studies over the past ten years have signifi-
cantly advanced this cause (e.g., Dobkins and Albright 1995), but the most direct
approach has been that adopted by William Newsome and colleagues (e.g., News-
ome, Britten, and Movshon 1989). In this paradigm, behavioral and neuronal events
are measured simultaneously in response to a sensory stimulus, yielding by brute
force some of the strongest evidence to date for neural substrates of perceptual dis-
criminability.
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Decoupling Sensation and PerceptioA somewhat subtler approach has been
forged by exploiting the natural ambiguity between sensory events and perceptual
experience (sekLUSIONS). This ambiguity is manifested in two general forms: (1)
single sensory events that elicit multiple distinct percepts, a phenomenon commonly
known as “perceptual metastability,” and (2) multiple sensory events—"sensory syn-
onyms”—that elicit the same perceptual state. Both of these situations, which are
ubiquitous in normal experience, afford opportunities to experimentally decouple sen-
sation and perception.

The first form of sensory-perceptual ambiguity (perceptual metastability) is a natu-
ral consequence of the indeterminate mapping between a sensory signal and the phys-
ical events that gave rise to it. A classic and familiar example is the Necker Cube, in
which the three-dimensional interpretation—the observer's inference about visual
scene structure—periodically reverses despite the fact that the retinal image remains
unchanged. Logothetis and colleagues (Logothetis and Schall 1989) have used a form
of perceptual metastability known as binocular rivalry to demonstrate the existence of
classes of cortical neurons that parallel changes in perceptual state in the face of con-
stant retinal inputs.

The second type of sensory-perceptual ambiguity, in which multiple sensory
images give rise to the same percept, is perhaps the more common. Such effects are
termed perceptual constancies, and they reflect efforts by sensory systems to recon-
struct behaviorally significant attributes of the world in the face of variation along
irrelevant sensory dimensions. Size constancy—the invariance of perceived size of
an object across different retinal sizes—and brightness or color constancy—the
invariance of perceived reflectance or color of a surface in the presence of illumina-
tion changes—are classic examples. These perceptual constancies suggest an under-
lying neuronal invariance across specific image changes. Several examples of
neuronal constancies have been reported, including invariant representations of
direction of motion and shape across different cues for form (Albright 1992; Sary et
al. 1995).

Contextual Influences on Perception and its Neuronal Bagase of the most prom-

ising new approaches to the neuronal bases of perception is founded on the use of con-
textual manipulations to influence the perceptual interpretation of an image feature.
As we have seen, the contextual dependence of perception is scarcely a new finding,
but contextual manipulations have been explicitly avoided in traditional physiological
approaches to sensory coding. As a consequence, most existing data do not reveal
whether and to what extent the neuronal representation of an image feature is context
dependent. Gene Stoner, Thomas Albright, and colleagues have pioneered the use of
contextual manipulations in studies of the neuronal basis OPEREEPTION OF

MOTION (e.g., Stoner and Albright 1992, 1993). The results of these studies demon-
strate that context can alter neuronal filter properties in a manner that predictably par-
allels its influence on perception.

Stages of Perceptual Representation

Several lines of evidence suggest that there may be multiple steps along the path to
extracting meaning from sensory signals. These steps are best illustrated by examples
drawn from studies of visual processing. Sensation itself is commonly identified with
“early” or “low-level vision.” Additional steps are as follows.

Mid-Level Vision This step involves a reconstruction of the spatial relationships
between environmental surfaces. It is implicit in the accounts of the perceptual psy-
chologistJAMES JEROMEGIBSON (1904-1979), present in the computational approach

of DAVID MARR (1945-1980), and encompassed by what has recently come to be
known asMmID-LEVEL VISION. Essential features of this processing stage include a
dependence upon proximal sensory context to establish surface relationships (see
SURFACE PERCEPTION and a relative lack of dependence upon prior experience. By
establishing environmenta&iTRUCTURE FROM VISUAL INFORMATION SOURCES mid-

level vision thus invests sensory events with some measure of meaning. A clear exam-
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ple of this type of visual processing is found in the phenomenon of percepinet
PARENCY (Metelli 1974) and the related topic QfIGHTNESS PERCEPTION
Physiological studies of the response properties of neurons at mid-levels of the corti-
cal hierarchy have yielded results consistent with a mid-level representation (e.g.,
Stoner and Albright 1992).

High-Level Vision HIGH-LEVEL VISION is a loosely defined processing stage, but one
that includes a broad leap in the assignment of meaning to sensory events—namely
identification and classification on the basis of previous experience with the world. It
is through this process that recognition of objects occurso@B&ETRECOGNITION

HUMAN NEUROPSYCHOLOGY OBJECT RECOGNITION, ANIMAL STUDIES and VISUAL
OBJECTRECOGNITION Al), as well as assignment of affect and semantic categoriza-
tion. This stage thus constitutes a bridge between sensory processimghnrly.
Physiological and neuropsychological studies of the primate temporal lobe have dem-
onstrated an essential contribution of this region to object recognition (Gross 1973;
Gross et al. 1985).

See alsaIBSON, JAMES JEROME HIGH-LEVEL VISION; ILLUSIONS; LIGHTNESS PER
CEPTION MARR, DAVID; MCCULLOCH, WARREN S.; MEMORY; MID-LEVEL VISION;
MOTION, PERCEPTIONOF, OBJECTRECOGNITION, ANIMAL STUDIES OBJECTRECOGNF
TION, HUMAN NEUROPSYCHOLOGY PITTS, WALTER; SIGNAL DETECTION THEORY;
STRUCTUREFROM VISUAL INFORMATION SOURCES SURFACEPERCEPTION TRANSPAR
ENCY; VISUAL OBJECTRECOGNITION Al

Sensory-Perceptual Plasticity

The processes by which information is acquired and interpreted by the brain are mod-
ifiable throughout life and on many time scales. Although plasticity of the sort that
occurs during brain development and that which underlies changes in the sensitivity of
mature sensory systems may arise from similar mechanisms, it is convenient to con-
sider them separately.

Developmental Changes
The development of the mammalian nervous system is a complex, multistaged pro-
cess that extends from embryogenesis through early postnatal life. This process
begins with determination of the fate of precursor cells such that a subset becomes
neurons. This is followed by cell division and proliferation, and by differentiation of
cells into different types of neurons. The patterned brain then begins to take shape as
cells migrate to destinations appropriate for their assigned functions. Finally, neurons
begin to extend processes and to make synaptic connections with one another. These
connections are sculpted and pruned over a lengthy postnatal period. A central tenet
of modern neuroscience is that these final stage€EORAL DEVELOPMENT corre-
spond to specific stages GDGNITIVE DEVELOPMENT. These stages are known as
“critical periods,” and they are characterized by an extraordinary degree of plasticity
in the formation of connections and cognitive functions.

Although critical periods for development are known to exist for a wide range
of cognitive functions such as sensory processing, motor control, and language,
they have been studied most intensively in the context of the mammalian visual
system. These studies have included investigations of the timing, necessary condi-
tions for, and mechanisms of (RERCEPTUALDEVELOPMENT (e.g., Teller 1997),
(2) formation of appropriate anatomical connections (e.g., Katz and Shatz 1996),
and (3) neuronal representations of sensory stimuli (e.g., Hubel, Wiesel, and
LeVay 1977). The general view that has emerged is that the newborn brain pos-
sesses a considerable degree of order, but that sensory experiessenigaldur-
ing critical periods to maintain that order and to fine-tune it to achieve optimal
performance in adulthood. These principles obviously have profound implications
for clinical practice and social policy. Efforts to further understand the cellular
mechanisms of developmental plasticity, their relevance to other facets of cogni-
tive function, the relative contributions of genes and experience, and routes of
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clinical intervention, are all among the most important topics for the future of cog-
nitive neuroscience.

Dynamic Control of Sensitivity in the Mature Brain

Mature sensory systems have limited information processing capacities. An exciting
area of research in recent years has been that addressing the conditions under which
processing capacity is dynamically reallocated, resulting in fluctuations in sensitivity
to sensory stimuli. The characteristics of sensitivity changes are many and varied, but
all serve to optimize acquisition of information in a world in which environmental fea-
tures and behavioral goals are constantly in flux. The form of these changes may be
broad in scope or highly stimulus-specific and task-dependent. Changes may be
nearly instantaneous, or they may come about gradually through exposure to specific
environmental features. Finally, sensitivity changes differ greatly in the degree to
which they are influenced by stored information about the environment and the degree
to which they are under voluntary control.

Studies of the visual system reveal at least three types of sensitivity changes rep-
resented by the phenomena of (1) contrast gain control, (2) attention, and (3) per-
ceptual learning. All can be viewed as recalibration of incoming signals to
compensate for changes in the environment, the fidelity of signal detection (such as
that associated with normal aging or trauma to the sensory periphery), and behav-
ioral goals.

Generally speaking, neuronal gain control is the process by which the sensitivity of
a neuron (or neural system) to its inputs is dynamically controlled. In that sense, all of
the forms of adult plasticity discussed below are examples of gain control, although
they have different dynamics and serve different functions.

Contrast Gain Control A well-studied example of gain control is the invariance of
perceptual sensitivity to the features of the visual world over an enormous range of
lighting conditions. Evidence indicates that the limited dynamic range of responsivity
of individual neurons in visual cortex is adjusted in an illumination-dependent manner
(Shapley and Victor 1979), the consequence of which is a neuronal invariance that can
account for the sensory invariance. It has been suggested that this scaling of neuronal
sensitivity as a function of lighting conditions may be achieved by response “normal-
ization,” in which the output of a cortical neuron is effectively divided by the pooled
activity of a large number of other cells of the same type (Carandini, Heeger, and
Movshon 1997).

Attention Visual ATTENTION is, by definition, a rapidly occurring change in visual
sensitivity that is selective for a specific location in space or specific stimulus features.
The stimulus and mnemonic factors that influence attentional allocation have been
studied for over a century (James 1890), and the underlying brain structures and
events are beginning to be understood (Desimone and Duncan 1995). Much of our
understanding comes from analysiSAGTENTION IN THE HUMAN BRAIN—particu-

larly the effects of cortical lesions, which can selectively interfere with attentional
allocation YISUAL NEGLECT), and through electrical and magnetic recording (ERP,
MEG) and imaging studiesPoSITRONEMISSION TOMOGRAPHY (PET) and functional
MAGNETIC RESONANCEIMAGING (fMRI). In addition, studies OATTENTION IN THE

ANIMAL BRAIN have revealed that attentional shifts are correlated with changes in the
sensitivity of single neurons to sensory stimuli (Moran and Desimone 1985; Bushnell,
Goldberg, and Robinson 1981; see algDITORY ATTENTION). Although attentional
phenomena differ from contrast gain control in that they can be influenced by feed-
backwORKING MEMORY as well as feedforward (sensory) signals, attentional effects
can also be characterized as an expansion of the dynamic range of sensitivity, but in a
manner that is selective for the attended stimuli.

Perceptual Learning Both contrast gain control and visual attention are rapidly
occurring and short-lived sensitivity changes. Other experiments have targeted neu-
ronal events that parallel visual sensitivity changes occurring over a longer time scale,
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such as those associated with the phenomenon of perceptual learning. Perceptual
learning refers to improvements in discriminability along any of a variety of sensory
dimensions that come with practice. Although it has long been known that the sensi-
tivity of the visual system is refined in this manner during critical periods of neuronal
development, recent experiments have provided tantalizing evidence of improvements
in the sensitivity of neurons at early stages of processing, which parallel perceptual
learning in adults (Recanzone, Schreiner, and Merzenich 1993; Gilbert 1996).

See alSOATTENTION; ATTENTION IN THE ANIMAL BRAIN; ATTENTION IN THE
HUMAN BRAIN; AUDITORY ATTENTION; COGNITIVE DEVELOPMENT, MAGNETIC RESG
NANCE IMAGING; NEURAL DEVELOPMENT, PERCEPTUAL DEVELOPMENT, POSITRON
EMISSION TOMOGRAPHY; VISUAL NEGLECT, WORKING MEMORY; WORKING MEMORY,
NEURAL BASIS OF

Forming a Decision to Act

The meaning of many sensations can be found solely in their symbolic and experience-
dependent mapping onto actions (e.g., green = go, red = stop). These mappings are
commonly many-to-one or one-to-many (a whistle and a green light can both be sig-
nals to “go”; conversely, a whistle may be either a signal to “go” or a call to attention,
depending upon the context). The selection of a particular action from those possible
at any point in time is thus a context-dependent transition between sensory processing
and motor control. This transition is commonly termed the decision stage, and it has
become a focus of recent electrophysiological studies of the cerebral cortex (e.g., Sha-
dlen and Newsome 1996). Because of the nonunique mappings, neurons involved in
making such decisions should be distinguishable from those representing sensory
events by a tendency to generalize across specific features of the sensory signal. Simi-
larly, the representation of the neuronal decision should be distinguishable from a
motor control signal by generalization across specific motor actions. In addition, the
strength of the neuronal decision signal should increase with duration of exposure to
the sensory stimulus (integration time), in parallel with increasing decision confidence
on the part of the observer. New data in support of some of these predictions suggests
that this may be a valuable new paradigm for accessing the neuronal substrates of
internal cognitive states, and for bridging studies of sensory or perceptual processing,
memory, and motor control.

Motor Control

Incoming sensory information ultimately leads to action, and actions, in turn, are
often initiated in order to acquire additional sensory information. Althoughor
CONTROL systems have often been studied in relative isolation from sensory pro-
cesses, this sensory-motor loop suggests that they are best viewed as different
phases of a processing continuum. This integrated view, which seeks to understand
how the nature of sensory representations influences movements, and vice-versa, is
rapidly gaining acceptance. The oculomotor control system has become the model for
the study of motor processes at behavioral and neuronal levels.

Important research topics that have emerged from consideration of the transition
from sensory processing to motor control include (1) the process by which representa-
tions of space (Se®PATIAL PERCEPTION are transformed from the coordinate system
of the sensory field (e.g., retinal space) to a coordinate system for action (e.g., Gra-
ziano and Gross 1998) and (2) the processes by which the neuronal links between sen-
sation and action are modifiable (Raymond, Lisberger, and Mauk 1996), as needed to
permit MOTOR LEARNING and to compensate for degenerative sensory changes or
structural changes in the motor apparatus.

The brain structures involved in motor control include portions of the cerebral cor-
tex, which are thought to contribute to fine voluntary motor control, as well as the
BASAL GANGLIA andCEREBELLUM, which play important roles in motor learning; the
superior colliculus, which is involved in sensorimotor integration, orienting responses,
and oculomotor control; and a variety of brainstem motor nuclei, which convey motor
signals to the appropriate effectors.
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See alsOBASAL GANGLIA; CEREBELLUM; MOTOR CONTROL, MOTOR LEARNING;
SPATIAL PERCEPTION

Learning and Memory

Studies of the neuronal mechanisms that enable information about the world to be
stored and retrieved for later use have a long and rich history—being, as they were, a
central part of the agenda of the early functional localizationists—and now lie at the
core of our modern cognitive neuroscience. Indeed, memory serves as the linchpin
that binds and shapes nearly every aspect of information processing by brains, includ-
ing perception, decision making, motor control, emotion, and consciousness. Memory
also exists in various forms, which have been classified on the basis of their relation to
other cognitive functions, the degree to which they are explicitly encoded and avail-
able for use in a broad range of contexts, and their longevity. (We have already consid-
ered some forms of nonexplicit memory, such as those associated with perceptual and
motor learning.) Taxonomies based upon these criteria have been reviewed in detalil
elsewhere (e.g., Squire, Knowlton, and Musen 1993). The phenomenological and
functional differences among different forms of memory suggest the existence of a
variety of different brain substrates. Localization of these substrates is a major goal of
modern cognitive neuroscience. Research is also clarifying the mechanisms underly-
ing the oft-noted role of affective or emotional responses in memory consolidation
(see MEMORY STORAGE MODULATION OF, AMYGDALA , PRIMATE), and the loss of
memory that occurs with aging (S88ING, MEMORY, AND THE BRAIN).

Three current approaches (broadly defined and overlapping) to memory are among
the most promising for the future of cognitive neuroscience: (1) neuropsychological
and neurophysiological studies of the neuronal substrates of explicit memory in pri-
mates, (2) studies of the relationship between phenomena of synaptic facilitation or
depression and behavioral manifestations of learning and memory, and (3) molecular
genetic studies that enable highly selective disruption of cellular structures and events
thought to be involved in learning and memory.

Brain Substrates of Explicit Memory in Primates

The current approach to this topic has its origins in the early studies of Karl Lashley
and colleagues, in which the lesion method was used to infer the contributions of spe-
cific brain regions to a variety of cognitive functions, including memory. The field
took a giant step forward in the 1950s with the discovery by Brenda Milner and col-
leagues of the devastating effects of damage to the human temporal lobe—particularly
the HIPPOCAMPUS—ON human memory formation (S®EEMORY, HUMAN NEUROPSY
CHOLOGY). Following that discovery, Mortimer Mishkin and colleagues began to use
the lesion technique to develop an animal model of amnesia. More recently, using a
similar approach, Stuart Zola, Larry Squire, and colleagues have further localized the
neuronal substrates of memory consolidation in the primate temporal lobes(gee

ORY, ANIMAL STUDIES).

Electrophysiological studies of the contributions of individual cortical neurons to
memory began in the 1970s with the work of Charles Gross and Joaquin Fuster. The
logic behind this approach is that by examining neuronal responses of an animal
engaged in a standard memory task (e.g., match-to-sample: determine whether a sam-
ple stimulus corresponds to a previously viewed cue stimulus), one can distinguish the
components of the response that reflect memory from those that are sensory in nature.
Subsequent electrophysiological studies by Robert Desimone and Patricia Goldman-
Rakic, among others, have provided some of the strongest evidence for single-cell
substrates of working memory in the primate temporal and frontal lobes. These tradi-
tional approaches to explicit memory formation in primates are now being comple-
mented by brain imaging studies in humans.

Do Synaptic Changes Mediate Memory Formation?

The phenomenon afoNG-TERM POTENTIATION (LTP), originally discovered in the
1970s—and the related phenomenon of long-term depression—consists of physiolog-
ically measurable changes in the strength of synaptic connections between neurons.
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LTP is commonly produced in the laboratory by coincident activation of pre- and
post-synaptic neurons, in a manner consistent with the predictioasiafD 0. HEBB
(1904-1985), and it is often dependent upon activation of the postsynaptic NMDA
glutamate receptor. Because a change in synaptic efficacy could, in principle, underlie
behavioral manifestations of learning and memory, and because LTP is commonly
seen in brain structures that have been implicated in memory formation (such as the
hippocampus, cerebellum, and cerebral cortex) by other evidence, it is considered a
likely mechanism for memory formation. Attempts to test that hypothesis have led to
one of the most exciting new approaches to memory.

From Genes to Behavior: A Molecular Genetic Approach to Memory
The knowledge that the NMDA receptor is responsible for many forms of LTP, in
conjunction with the hypothesis that LTP underlies memory formation, led to the
prediction that memory formation should be disrupted by elimination of NMDA
receptors. The latter can be accomplished in mice by engineering genetic mutations
that selectively knock out the NMDA receptor, although this technique has been
problematic because it has been difficult to constrain the effects to specific brain
regions and over specific periods of time. Matthew Wilson and Susumu Tonegawa
have recently overcome these obstacles by production of a knockout in which
NMDA receptors are disrupted only in a subregion of the hippocampus (the CAl
layer), and only after the brain has matured. In accordance with the NMDA-mediated
synaptic plasticity hypothesis, these animals were deficient on both behavioral and
physiological assays of memory formation (Tonegawa et al. 1996). Further develop-
ments along these lines will surely involve the ability to selectively disrupt action
potential generation in specific cell populations, as well as genetic manipulations in
other animals (such as monkeys).

See als\GING, MEMORY, AND THE BRAIN; AMYGDALA , PRIMATE; HEBB, DONALD
0.; HIPPOCAMPUS LONG-TERM POTENTIATION; MEMORY, ANIMAL STUDIES MEMORY,
HUMAN NEUROPSYCHOLOGY MEMORY STORAGE MODULATION OF

Language

One of the first cognitive functions to be characterized from a biological perspective
was language. Nineteenth-century physicians, including Broca, observed the effects
of damage to different brain regions and described the asymmetrical roles of the left
and right hemispheres in language production and comprehensiofE(§SeHERIC
SPECIALIZATION; APHASIA; LANGUAGE, NEURAL BASIS OF). Investigators since then
have discovered that different aspects of language, includingHttieOLOGY, SYN-
TAX, andLEXICON, each rely on different and specific neural structuresrseaoL-
OGY, NEURAL BASIS OF; GRAMMAR, NEURAL BASIS OF; LEXICON, NEURAL BASIS OF).
Modern neuroimaging techniques, including ERPs, PET, and fMRI, have confirmed
the role of the classically defined language areas and point to the contribution of sev-
eral other areas as well. Such studies have also identified “modality neutral” areas
that are active when language is processed through any modality: auditory, written,
and even sign language (S26N LANGUAGE AND THE BRAIN). Studies describing the
effects of lesions on language can identify neural tissue that is necessary and suffi-
cient for processing. An important additional perspective can be obtained from neu-
roimaging studies of healthy neural tissue, which can reveal all the activity
associated with language production and comprehension. Taken together the cur-
rently available evidence reveals a strong bias for areas within the left hemisphere to
mediate language if learned early in childhood, independently of its form or modal-
ity. However, the nature of the language learned and the age of acquisition have
effects on the configuration of the language systems of the braisi($e@UALISM
AND THE BRAIN).

Developmental disorders of language (s&@GUAGE IMPAIRMENT, DEVELOPMEN-
TAL; DYSLEXIA) can occur in isolation or in association with other disorders and can
result from deficits within any of the several different skills that are central to the per-
ception and modulation of language.



Ixviii Neurosciences

See als®PHASIA; BILINGUALISM AND THE BRAIN; DYSLEXIA; GRAMMAR, NEURAL
BASIS OF;, HEMISPHERIC SPECIALIZATION; LANGUAGE, NEURAL BASIS OF; LANGUAGE
IMPAIRMENT, DEVELOPMENTAL,; LEXICON,; LEXICON, NEURAL BASIS OF, PHONOLOGY,
PHONOLOGY, NEURAL BASIS OF, SIGN LANGUAGE AND THE BRAIN; SYNTAX

Consciousness

Rediscovery of the phenomena of perception and memory without awareness has
renewed research and debate on issues concerning the neural basiS@OUSNESS

(See CONSCIOUSNESSNEUROBIOLOGY OF). Some patients with cortical lesions that
have rendered them blind can nonetheless indicate (by nonverbal methods) accurate
perception of stimuli presented to the blind portion of the visual field {se®-

SIGHT). Similarly, some patients who report no memory for specific training events
nonetheless demonstrate normal learning of those skills.

Systematic study of visual consciousness employing several neuroimaging tools
within human and nonhuman primates is being conducted to determine whether con-
sciousness emerges as a property of a large collection of interacting neurons or
whether it arises as a function of unique neuronal characteristics possessed by some
neurons or by an activity pattern temporarily occurring within a subset of neurons (see
BINDING BY NEURAL SYNCHRONY).

Powerful insights into systems and cellular and molecular events critical in cogni-
tion and awareness, judgment and action have come from human and animal studies of
SLEEPandDREAMING. Distinct neuromodulatory effects of cholenergic and aminergic
systems permit the panoply of conscious cognitive processing, evaluation, and plan-
ning during waking states and decouple cognition, emotional, and mnemonic func-
tions during sleep. Detailed knowledge of the neurobiology of sleep and dreaming
presents an important opportunity for future studies of cognition and consciousness.

See alsGBINDING BY NEURAL SYNCHRONY; BLINDSIGHT; CONSCIOUSNESS CON-
SCIOUSNESSNEUROBIOLOGY OF, DREAMING; SLEEP

Emotions

Closely related to questions about consciousness are iss@eONS and feelings
that have, until very recently, been ignored in cognitive science. Emotions sit at the
interface between incoming events and preparation to respond, however, and recent
studies have placed the study of emotion more centrally in the field. Animal models
have provided detailed anatomical and physiological descriptions of fear responses
(Armony and LeDoux 1997) and highlight the role of the amygdala_augiCc Sys
TEM as well as different inputs to this system (BE©TION AND THE ANIMAL BRAIN).
Studies of human patients suggest specific roles for different neural systems in the
perception of potentially emotional stimuli (Adolphs et al. 1994; Hamann et al. 1996),
in their appraisal, and in organizing appropriate responses to theEMGE©®N AND
THE HUMAN BRAIN; PAIN). An important area for future research is to characterize the
neurochemistry of emotions. The multiple physiological responses to real or imagined
threats (i.e.STRES$ have been elucidated in both animal and human studies. Several
of the systems most affected by stress play central roles in emotional and cognitive
functions (se@\EUROENDOCRINOLOGY. Early pre- and postnatal experiences play a
significant role in shaping the activity of these systems and in their rate of aging. The
profound role of the stress-related hormones on memory-related brain structures,
including the hippocampus, and their role in regulating neural damage following
strokes and seizures and in aging, make them a central object for future research in
cognitive neuroscience (SR8ING AND COGNITION).

See alS@AGING AND COGNITION; EMOTION AND THE ANIMAL BRAIN; EMOTION AND
THE HUMAN BRAIN; EMOTIONS, LIMBIC SYSTEM, NEUROENDOCRINOLOGY PAIN;
STRESS

4 Cognitive Neuroscience: A Promise for the Future

A glance at the neuroscience entries for this volume reveals that we are amassing
detailed knowledge of the highly specialized neural systems that mediate different and
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specific cognitive functions. Many questions remain unanswered, however, and the
applications of new experimental techniques have often raised more questions than
they have answered. But such are the expansion pains of a thriving science.

Among the major research goals of the next century will be to elucidate how these
highly differentiated cognitive systems arise in ontogeny, the degree to which they are
maturationally constrained, and the nature and the timing of the role of input from the
environment iMNEURAL DEVELOPMENT. This is an area where research has just begun.

It is evident that there exist strong genetic constraints on the overall patterning of dif-
ferent domains within the developing nervous system. Moreover, the same class of
genes specify the rough segmentation of the nervous systems of both vertebrates and
invertebrates. However, the information required to specify the fine differentiation and
connectivity within the cortex exceeds that available in the genome. Instead, a process
of selective stabilization of transiently redundant connections permits individual dif-
ferences in activity and experience to organize developing cortical systems. Some
brain circuits display redundant connectivity and pruning under experience only dur-
ing a limited time period in development (“critical period”). These time periods are
different for different species and for different functional brain systems within a spe-
cies. Other brain circuits retain the ability to change under external stimulation
throughout life, and this capability, which now appears more ubiquitous and long last-
ing than initially imagined, is surely a substrate for adult learning, recovery of func-
tion after brain damage, aneHANTOM LIMB phenomena (see als@UDITORY
PLASTICITY; NEURAL PLASTICITY). A major challenge for future generations of cogni-

tive neuroscientists will be to characterize and account for the markedly different
extents and timecourses of biological constraints and experience-dependent modifi-
ability of the developing human brain.

Though the pursuit may be ancient, consider these the halcyon days of cognitive
neuroscience. As we cross the threshold of the millenium, look closely as the last vell
begins to fall. And bear in mind that if cognitive neuroscience fulfills its grand prom-
ise, later editions of this volume may contain a section on history, into which all of the
nonneuro cognitive science discussion will be swept.

See alSOAUDITORY PLASTICITY; NEURAL DEVELOPMENT, NEURAL PLASTICITY;
PHANTOM LIMB
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